\

/

|
=
o
_l_tH'
<
O
B

g
o
~
il
X

WK KEUBEMTZEAT
N Al A



B X

R 2T FERRATREEDRITICHI--T

T 21 FEARPRGERVES—&

(4% £ RF]

1. [RIBEET LSBT NFBEORARRVREAIKBRET LORRE - - 4
2. iﬂiﬁ?}d{%?)bd)ﬁﬁ%&lﬁ?—@ﬁﬁ#ﬁ ................................ 18
3. BEETIVICBIFE YT TVIYRBRED/INGA—ZE wrerrrereraninnanananes 22
4. é}*f_ﬁﬁ@{%%j—‘-)bwﬁﬁ%&l}ﬁ—_gﬁg*ﬁ- ................................. 81
5. TVQ{E?ﬁﬁ%%%)[/@Eﬁ%&&1E%E§ ................................. 85
6. RURETLICE TS NEBEOHAERVREARAKERETILOBFE - - 89
7. KEEBERRMIKLLERAIAAT CGCM BEX VBB ET LD --rorrevrees 92
8. BAMRERRET L RUBEHETBETILOBSE oovrrerrae 112
9. MET HLHREETLNOEAFAICLDEENRIARDEBRMT --vrrrerres 119
10, tHAREERBEETILOAELLEL rrerrrerrrarraaraaaanaanraansanns 123
1. SRBETLRCBRAT—4EAVERBEBEZOFRAEMEDOHRE - 127
12. [IEHRDOT-HODTIE - KEKETILBAFEE TIRIIERER ---r-vrrreenres 131
13. 2HREREETILOBERER VT —RET rrerrrerraarraatssassarnannas 135

14. OAIBEELEET LML DMEFINI RV E/NTA—L2 Dl - KK F D

ERBRDOET VY
@éﬂ?;@ﬁﬁ{%%i—)bd)ﬁﬁ%&lﬁ?—@ﬁﬁﬁ ............................. 140

15. iﬂ§E7KX:E7_')L0)B¥E]%&U7_'—’}'ﬁE*ﬁ' .............................. 143



3. BEITBITHREIR KRR - #E BB (TS DEUBRIBITE rormvrmrrrrens

4. SBEHRRIHIATBIAEEALLOFHALELE coooeeereenennnnns

5 2HEREGEFEBAFETILEAV-YEERLESOHIBHMEE e

6. JURET - EHRERBEETIVERVRFRIAR v

8. BIEETIWERAWERTZOTRKABERDEE IFDERRE wrovrererrnnrees

9. B RE—LsD S E - TSIERE|L, wrvrrvrerrerrarnsrassasnarnseassasnnnnns

10. BESREFDTRITTREMEIZEE T AERTT rererrerersnrararsnrasansanas

11. BRAMGEDRR R - KBIRCEDEBELEEEH YA VIIVICEHT HME -

12, SBEDFAOFERIEER RS SWEXFRET LOBBIE --oooor
13. T7OV LOBMBEHRICEDRTKBEENDEE «oooeeeeeerrereeeess

14. CMIP5 YILFETILT—REBEKEETILWRF ZHWNN=AVRRLT7D
%ﬁﬁﬁ'l‘{{d)ﬁ%%’[t%fﬂ“ ............................................



FR27EFEXARPRBEZEDEITICHDT

AEBEARARIESRATLHARRIE, ODHAETH—. HRTHHOEL, KETRIEE
TIVEERT DI LTIV avIL-TT . HIEETILER . FHIEDTEDAMD
BRLEELGRETT . LKV BHEHRIETIRBEETILOBRERDODTRTIIhHT iz
TIXHEQZDINSHHMBTIIMAFTFEANDT, 2 ENDHLIALD{FMEEBELC THER
EFRE-LTHELVEEZITVWET . AR, REHEHEREHLIEFLEEETS
I TR E'BTIVTIZDOWTOD/INDFERXIZIEENNITKWOEFMICOVLT, HBHLME
EELEEERICIRE LR HEERREROENTZFICOVT MIREHEMTIIHEHLLE
BIZE B TEAZEONTOBE IR TERILZE>TLET . bbb ERILESHE 7O
—FTHRYVHED AL IFEEPA. bbhEFES-AENSRERRICRYBT A LA
EDAZA=H—aVEEELEATVWET . HRAEDOFIREELT. STEERDERAD
AHEST  BIZIEL, ETILEFEN=L, HAWNIIBFLIZWEWLSZAESAICRIBAN SRR
[SHELTELS T SRR TRILESI BT —VICRYMBT R E EELITHEDT 1Y
EEZDIOIGFAOEALHNIELNEEZFET,

BEETS>—#MERBIRBILFALAEFELVET LHAL. BROKEHEHRTLE
DEEIX. BUEETIILLZLICIEEAGWERWET, bhvbild, ik 2L —4%, XA—/
AVE1—AR, SHICERAMNREH AR LMD EHEZ AV -SIERTICHREBLTEEL
foo RERBAEEZEL T, ELITKRANDEEICHE T A HENIEZ D EFFEL>TLET,

Tr2843A

RARXFRIJUBFAEN JIERDATLHRR RE
AX EF



Rk 2 7 A FE

Ry AT KZET 5 LRENFSE

S5 K O sy —

Wt RAER [ 43 %
253 A ES B 253 % #E % FHEHE | vEREA | ik B | & B
Xy Y BB | CPURFH TH M M
HRE|REE T CEBT 5 IFREOMER OCRE R [ R BB A E R EATIN T E EfEIER [ 6,000 0 150 150)
WFge| [RGB E T L DB R OREIE R
1 HEOES R
g —pk  KFEBE
15 R (E TR Te AR S BT BARR
SERFEE KT PNl Bede  HEBdR
F b~ A TR B R KRR
e | - AKSCET L OBRF K O — ¥ bt FRUCR A ERAIF JE T o RKeg Hz Ve 4, 000 0 0 0
W7e Kim Hyungjun Bh#
2 FORRZ: TR PR WP BT REERAE
BrE[MEEET MCBIT BT 7Y v REED /T FORR R G/ P SE R At Az 2w PR 10,000 0 0 0
BFgE| A — 21k m thid B
3 K BERFZE R
frisn W KEFEpEA
KRE BF K¥ERiA
i — KRB
OHEE ER ORERE
R ORHEE KRR
e | B EREMRG 7 L DFRFE & O — & figthit R EA RN 4 — W Hiz Ve A 50 90 5 95
e [ STINUE
4
e |4 ACFRET T L OB & EfE E R TN KRR ZBE B AR FE BT R E B R IER] 2, 000 0 150 150)
W5t =i fE deEdE
5 FUIN R 5 Rt BRI KRR KEFEREAE
HE|REET ICET 5 ) FBEOM L OEE R [T #0507 LA e R IE 1,000 0 0 0
WFgE | ]RKIEERE T L DB
6
e TE | KRR FIRLIR L 2 MLAA A TZCOCMES KOV [AEACK A R2AE 1 ARBL AT JERE W e Bz JirtE 100 20 100 120
Bf7E| T T NV DBI%E PN HE HEE BFEE
7
BB B MRERRE T VR OB SIEET VO |K%7 T Rl Hin Pl 2 THRE KRBT 8, 000 0 0 0
e (% g Hs  TWE
8 WA JE  THRE
R 55 Mg
el T B
K = B AT
TR B HE
A FE OHE
SR HEOHE
TE B
EEfRET — % LEEET A OBELFIHIC L 2RE  |aeraememms - mekeemes PR PEN FRE LR 5,000 0 0 0
TR | RS o T
9
e |t SRR KA B 5 7 /L O R AL EE R RETFREWEFHEE - ERLEem 8B e EENEE PifatEEE | 10,000 0 0 0
W5t h Sy FATWIEE
10 /A £ FAEAFIEE
Wil 5E S OER
FFE| ST T VR OBIT — 2 2 VKA & | JBITREMRITREMIES o B FEHEE | AKREFH | 10,000 0 0 0
WFge % O TR EEE O 7R HEE KM BFEE T HENS
11 #HA ORFE HREE
JERVARE/S A =
e | RN D 72D ORUE - KIKE T /VBR%E &l | b KRR R 225 i NS R 5% - 6, 000 0 100 100)
TF 7 [ i S5 JeHEE K 7y ke EERFRE
12 HEPERFFE R T M TR AN BUREFER
CSC Espoo, Finland ZWINGER Thomas Application Seientist
PN hE e iR
FE | REREME T T L ORI 0T — & bt HEPERFZE PR T b IRZETF  BIL FAERFER | eREIER 5, 000 0 0 0
W5t TP WE =t
13 R = FEHIEER
BEREEREEEE 2 — R Bz L=t
HEPERF IR R T b WE PEF BTy
HE|OANTHE LT NI XD BRI R OEAST  |[E BB LEE K FER VERRIERT [ 10,000 0 0 0
e ;f/} ORI - K&K OERIBFROET U > |BYLERITERT - AHERETR 7o (i Bt BRI R
H QEKEME T T N ORFE R OT — & filhr
B [MFE - KR T A DORRFE R O — & gt BRURENL K ZHE ANBRES SR 9LE R ikt 1,000 0 0 0
W5t AL Ui KEBE
15 s BB KRR




Wt RAER i 43 %
253 A ES B 253 &® M O FHEHE | vEREA | ik B | & B
Xy M E | CPUIRFH] TH M M
— M| KU~ VT 2 — VBB S BB il AR BB A e e i e AAEFH| 4,000 0 0 0
Wr7e| %8 FUE  EERR B
1 ALHE KRB R BRI e e B R
Vel KEE HeBdR
SRR OIER #EER
AeHE R TR FBE B e dill &R KR¥FBiAE
Ef R KRR
— | ISR RR O SRR - SRETT ) v AeE R FARRR A TE T WA #|IE B RERENE YA 3, 000 0 0 0
e Vel & SRSl
2 FEOfilt REFERLE
— [ HEPEC B  HIEBR - KB - Tk - IRAICE | B R RIEETZE AT ZH R iR LA R 6, 000 0 0 0
WF7e| B Bl mr HOHER AHERFRR
3 i Ak RFPE
— % ?\1&?&%%%&&:% O RRMHEMANER & 20T [t RkFE RS A TR R mc e AAKEF 7, 000 0 0 0
e [ rhe Wl BT KR
4 mE B REBEA
Bl Rl KERE
KA # KRFBEAE
— | EEREIEREIETE ) FET N OISR | UK R R R e Bz VO ¥%N=F 4, 000 0 0 0
WR7e| & A o RE % =il thr wesdR TERRIE
5 O N G ER
OB KPR
e 5 KRB
—R|RIEET L - REREMBTT A Z VRN RO R AR SRIER S s R L | 7,000 100 0 100
W ge | Hr7E FRANE: REEBRA
6 o FH KRFBEAE
hEFE KERE
— i [JLH BRSO O KT B & KDt FRRFRF BB R A SR Faffs iEsc B 51 0 0 0 0
W5t NECERN KRERE
7
— | BT VA WY U7 RRIGER O LB T A R EmB R fe v % — PAf W Bz WS 7,500 0 0 0
WFge | O wsE N A iEsc
8 WS R B
IR OEX FHEMRR
— | A — b ol - Bk HURCHERE RSP L2 Mo B HER e R IE A 500 50 12 62
W5t HOURE R W OFEN KREBE (TR
9
—% | BE G L 2 O TR A REME ISR A HUED R 22 SR FE A EIVL.] Bz Vi ¥%N=F 500 0 30 30
oian A Wl iEsc
10
—fi% EIAZFHi&ObF’;u% s KEERRCE OEB L IR |0 LK RS ER 2 2R TN PG B T IE 4,000 0 150 150]
b e Ve I o AT WA it KPS
11 WA #E K¥ERE
— | B LE B TR O AR FENEASBNS T DUHERTE | MEPERF 7B F bl B VRS RATHAEREE | PIAERE | 10, 000 0 0 0
WHge B 7 L OREL M %k HEHER
12 $hR STER HEIRRRgER
NE R HARIIE R
B BER FHEIER
AN FHEMFE B
— | =T B Y VDRI £ B REUKIEER DR | EHER R ks e Bh# WEEERS 2, 000 60 30 90
ok w9 REERAE
13
— % |CMIPS~ L FET LT — & LI E T WNRE  [GLET R 2R G T2 7e R AHE OHE B = B 2,000 0 80 80
WIE| & T2 o K% o7 OBERFHEOIF R T WE LE
14[# Tbnu Fathrio KB
Trismidianto KZEPFe4E
- R - b fF 615
. S U 212
& F 29 1 1,127




e B L [FAT ZERRE 4
ST T AR D IR DL M OB R QRGBT T /L DB %

ST HEFREA
KE - EERRKOMERER - KA ETHEGYIab—va v

R EE 4

WL - AP ERIE - SEHER - G CRAEKR R B A 5ERE)
REIRRE T (T EOEIE T TR E)

)l gEsR (R PESE R T)

BEfr (Frr~RALRKT)

EAGIER ORI R RKIEEMITHT)

e EHY

KEDRGRIZOW T, AR L W Mars Global Surveyor, Mars Express, Mars
Reconnaissance Orbiter & V- 7= ZRAIE DS IR & & K2 JE [BIfE | ’%U\éz”b FhHIZL -
TREIZEUK BFEFITE DR 72 EBO RGBT —Z (REE, ¥ A B - KE - KEKDON
FHEIBLIONES)NEEIN TV S, kiﬁﬂjﬁf}ﬁf/ﬂ%Tﬂ/(MGCM) X, ENnb
26T S - BE DA T = XN E OBV RN A S & T R CEER&RE A
RT3, T e D bIRBEEEBOMAICHT-D . TRERITH LN DBRNENE -
RN T2 5 TRA E MG mER] OMIERESER Z4EH T 5, 2014
£ 9 AT KR RIELE IR A ST K E O K EREH MAVEN X% O o8I
ThH—ry hE LTS, TxIFFHICTRBRRTERIN D KAE LA HRIE -
THEREAEIC 52 2 BICER LTEY, MGCM Z W= B EIcET LT D

F R RKUTONTIE, BRI D Venus Express (2 & 25 2006 4-~2014 F (20T TD
B DA 728 LWVAHIRDSE DL, S HIZ JAXA OE2RER (H)rox ] O
FLIEBEADY 2015 4 12 A L7 2 & T 625817 — % ORGENRIAEN D T-
B, KERRRIC AR RRAKRMEERTE T V(VGCM) & W 7= B2 AR ORESE~ DO B IR
TV, FTAIFZZEOTTHIEOBERBLRIEREZ/ED T RERERLEEZ DN
% WEEE O A BHBOEFE & Z U BE T 2 Kb e, B X OKRK ) FEE» b8
TEDERERE AT 25 A H = X LIZHOWT,VGCM Z W =HZEICE T LTV 5,

FENE

DRAMATIC (Dynamics, RAdiation, MAterial Transport and their mutial InteraCtions)
MGCM &4 {1 iz MIROC E7 /L& _X—2A & L7z MGCM IE, 4 B £ CIZ KRN
2N TS < DRFMERIRE R %2 2617 TV 5 [Kuroda et al., 2013 72 &), £ 72 VGCM (25



WTH, B E AR A— S~ —T — 2 a UV EFHT5ICE > TWA[HH, 2011],
ASHETIIINOLDOET LV ER—R L LT, SFEEITKEIIOWTIEESHEEL
IZ X D ENEOHFHIERE X OKBERIBREOK R, 421220\ TIEIHEEE O A4 R IE I
EZIUCEEET 5 KRAb B, ERICE T 2 KA FBE) b EREE OHEREEIC
DWT DR ZLT > 72,

AFZER R
1. ABAKGDEHRES S 2 L—2 3 2036 48 6 S BEREDE - (515

DRAMATIC MGCM®D /K71 v RHfEZ£11.1°(T106, 7'V » RREIkEKI60km)IZ £ T
EERE L LT, HIIEORIZL /NS WA — L OikE), &0 bIFHEE LY Eo
REUT I S KR E 720 Fe % KT 3P RK200kmAR EE D HEH ) IOV T, £ O T TOphk &
EEAOEFEEY I 2 b—a L, AR PEEROAE (Ls=270°) 128 W CHE K O bt
JIIREL22H D | 12T ER(E ) OVWER Y = v hod b 5 1D/ TR R
I - (L TH o 7o, AiE IR ST — BRI 23 L S 4, %3 Db iXlocaltimel& 17
PES L B 72 (13-16F THeR) (K1), BEDEIIKRE DB T T s, 22016 L@
B LTSRN R 2720, AL RO TR L EEEICETREEL W, £
B OK AR TE ALY BBVMEEICH Y . ERBICEFEL T HTHE L,
HrEZHOLEHE L2 L TNWD I ENREInTc, FRZET NV EBICHT 2 FHEIZE
WTFOMHEMIFFEETHY . ZOEEIRICHB T AENEOLENDT/NT AL TP
—ya vy L TmRan,

Z O IE. Geophysical Research LettersiZ #8#{ < #17-[Kuroda et al., 2015], # D% 5
BB OWVWTCENIRIEH R 21T > COBENE O - (GIEOMIE LA TE D,
RXBEBMPRTESNTWND, ELICIDOEIRET IR EMAVENS v v 3 2 kb
BOoNDBHT—2 05, KEKZAD L THEGBEOMIELED DL TETH D,

2. KBALKBE S I =2 Lb—2 9 > DKR

DRAMATIC MGCM® /KFER A %— A2, Montmessin et al. [2004] % &/ L 72K BRI
EOMmEEE, BLOKEOKGIREZEAN LT, ZOMRE, KEK - KEDOH Z
LEDZEH - FEEEIZ OV T, B S [Smith, 2008, Fig.872 ENNTIE3< BN A D
i,

KERZFHOMEWE R L OKENRLOBIHZ BEY & LTERM - o o7 o kR
A H%EXoMars Trace Gas Orbiter2320164FFK (2 K 2 A [ #LEICBA XD TE T, 4%
Z DIKYEER « HDOIH ORI IR Sy B RR 2 & T e3RTE T V& AW T, [AERERE D F— L
& B IHHEED b & TREDOKEEEDZEEIZ OV TOMFFRIZERY KT,



Aw(qw)/Az and Z, at 260Pa, Sol 11, 00:00

e i i e i m e —

Y
b
/
i

o
e . ~

- —

[ [ |
-5 -4 -3 -2 -1 —05 —0.Z &2 05 1 23 4 B k- o)

BOGG GO0GG TOOGG BOOG BEOC  BEOC G000 9200 G400 9600 9800 (rn)

1: K -E 53 fi#RE DRAMATIC MGCM (2 X % bk D 4 %5 (Ls=270°), 260Pa (7 10km)
EEICBITAENFOGEOK, BT — =— RiZEHKD divergence, 17—z 4
—XVART R EE, AL VA RITKBEE T RE AT, [Kurodaetal., 2015]

3. GCM &M = B DZEA Sk & 07 DT - (L5 & MFER D2

AT AKEE b &I LEMBRE O A NHEI - BB RGRAAFI ORI RITE £
T, BILOBRRAK DA L 725 SOs, SOz, H20 O KEALZEFEGEMIZHTAEE D)
HEEZSB)ZEA LT VGCM 05, &REBREOHEFHEEIC OV TOMEZ T 72
[, 2016],

FRIZAR « HHERE (R 0~T0°) 2B\ T, EDONFERE S O/ /341X Venus Express
EHEL D VIRTIS ([T X 2R BRI RS L, 2B AK O E A H Magellan
BN & A LT\ e, BT VO TIEEILEE 50km UL EICIFEE L., &E T
(2L R EREE SR (R B 60~80km) & TR EREI(/F L 50~60km)IZ /3 2L 2 DD B — 2
INFAET %, EEREREIR ClX s 65km T3 2 .02, REALTFEFRIZ & 0 AiEE KN
RS AL, BERE L CHIIEE & 20 . FAREIEER & EREILHUC Lo T RA B LU
NEEIESNTND Z EDRRINT, —FH T FEEFBETIE, FRERO EE 50~54km
B W TR & ShEIERIC L0 T H2 bliE SRR B L CEICR D, &
NN FFEIEBRIC L > TR AA~FEX SN T DR SN, FAmfEERITEIC 1
G5 BRI OBGIYIC L o T, P ERINE & & A CTERE) S Tu Tz,



DL BHMBEOHER A =X LI FF IR 241125 2 7= Imamura and
Hashimoto [1998]IZ L 2 #&/E—@E 2 WLET MIC Lo TSNz b D& —FK L,
VGCM TZINZHE LIEDIIARMNER D T THDH, 5RITEEEERE (Hhox |
Lo THRESNIBHT -2 2SR LN 06, MBEOARK - BIOFIEICZ O
VGCM ZiEH L TW FETH D,

S#%DORIBER

KEIZ DUV TIZExoMars Trace Gas Orbiter2 v 3 a U ~DOEKE RIEZ . K bFalE
BOBANEZITH, R LETHEGBRE~DOERENT 72 —F & L TDRAMATIC
MGCM® ¥ FE 2 150km R FE IS & T R, AR E o iaifgicmz, FTEoK -
WEESR & BIBIZB 2 KK - BERF OB ED L DA E > TWDHNIT
DWTOMIEIZHLHEFT D,

ERIZOWTIIMIROEEN B LS TIT WD, EBICEE D B
ROZEBEA L, EBWMIC L D BEMEADZALH EAEHAICERDESHITE 2
HEBIZOWTHGRET 2 TETH 5,

2PN

Kuroda T. et al., Carbon dioxide ice clouds, snowfalls, and baroclinic waves in the northern
winter polar atmosphere of Mars, Geophysical Research Letters, 40, 1484-1488, 2013.

#1521, Development of Radiative Transfer Model for Venus Atmosphere and Simulation of
Superrotation Using a General Circulation Model, Ph.D. dissertation, The University of
Tokyo, 2011.

Kuroda T. et al., A global view of gravity waves in the Martian atmosphere inferred from a
high-resolution general circulation model, Geophysical Research Letters, 42, 9213-9222,
2015.

Montmessin, F. et al., Origin and role of water ice clouds in the Martian water cycle as inferred
from a general circulation model, Journal of Geophysical Research, 109, E10004, 2004.

Smith, M.D., Spacecraft Observations of the Martian Atmosphere, Annual Review of Earth and
Planetary Sciences, 36, 191-219, 2008.

ti% —pk, GCM study of the Venusian cloud formation and distribution: Effects of
atmospheric chemistry and circulation, Master thesis, Tohoku University, 2016.

Imamura T. and G.L. Hashimoto, Venus cloud formation in the meridional circulation, Journal
of Geophysical Research, 103, 3134931366, 1998.



QAGU

| .

Geophysical Research Letters

RESEARCH LETTER

10.1002/2015GL066332

Key Points:

« First global distributions of small-scale
gravity waves on Mars from a new
high-resolution GCM

- Simulated wave activity in the lower
atmosphere is in a good agreement
with available observations

« First direct modeling validation of the
predicted dynamical effects of GWs in
the mesosphere of Mars

Supporting Information:
« Movie S1
« Movie S1 Caption

Correspondence to:
T. Kuroda,
tkuroda@pat.gp.tohoku.ac.jp

Citation:

Kuroda, T., A. S. Medvedey, E. Yigit,
and P. Hartogh (2015), A global
view of gravity waves in the
Martian atmosphere inferred from a
high-resolution general circulation
model, Geophys. Res.

Lett., 42, 9213-9222,
doi:10.1002/2015GL066332.

Received 24 SEP 2015

Accepted 23 OCT 2015

Accepted article online 28 OCT 2015
Published online 11 NOV 2015

©2015. American Geophysical Union.
All Rights Reserved.

A global view of gravity waves in the Martian atmosphere
inferred from a high-resolution general

circulation model

Takeshi Kuroda', Alexander S. Medvedev??3, Erdal Yigit>*, and Paul Hartogh?

"Department of Geophysics, Tohoku University, Sendai, Japan, 2Max Planck Institute for Solar System Research,

Géttingen, Germany, 3Institute of Astrophysics, Georg-August University, Géttingen, Germany, “Department of Physics
and Astronomy, George Mason University, Fairfax, Virginia, USA

Abstract Global characteristics of the small-scale gravity wave (GW) field in the Martian atmosphere
obtained from a high-resolution general circulation model (GCM) are presented for the first time. The
simulated GW-induced temperature variances are in a good agreement with available radio occultation data
in the lower atmosphere between 10 and 30 km. The model reveals a latitudinal asymmetry with stronger
wave generation in the winter hemisphere and two distinctive sources of GWs: mountainous regions

and the meandering winter polar jet. Orographic GWs are filtered, while propagating upward, and the
mesosphere is primarily dominated by harmonics with faster horizontal phase velocities. Wave fluxes are
directed mainly against the local wind. GW dissipation in the upper mesosphere generates body forces of
tens of m s~ per Martian solar day (sol~"), which tend to close the simulated jets. The results represent a
realistic surrogate for missing observations, which can be used for constraining GW parameterizations and
validating GCM simulations.

1. Introduction

The dynamical importance of small-scale gravity waves (GWs) has been well recognized in the terrestrial
middle atmosphere (see the extensive review paper of Fritts and Alexander [2003]) and upper atmosphere
[e.g., see the recent review of Yigit and Medvedev, 2015]. On Mars, GWs are generated by flow over much
rougher than on Earth topography, by strong convection, and volatile instabilities of weather systems. Ampli-
tudes of Martian GWs are, generally, larger than those in the lower atmosphere of Earth [e.g., Creasey et al.,
2006a; Wright, 2012] and in the thermosphere [Creasey et al., 2006b; Fritts et al., 2006]. Upward propagating
and ultimately dissipating GWs deposit a substantial amount of momentum and produce heating and cooling
in the Martian middle atmosphere (50- 100 km) and thermosphere (above 100 km) [Medvedev and Yigit, 2012].
Using the Mars Global Surveyor (MGS) radio occultation data, Ando et al. [2012] have demonstrated that
spectral amplitudes of small-scale GWs below ~40 km drop off with respect to their vertical wave numbers
according to the theoretical saturation power law dependence of —3 slope, which implies a transfer of wave
energy and momentum to the mean flow. Based on the MGS accelerometer data, Fritts et al. [2006] have found
significant body forcing by GWs in the lower thermosphere.

The Martian atmosphere is approximately 100 times less dense than the terrestrial one. Accordingly, molecular
viscosity is to the same degree larger on Mars, and damping by molecular diffusion and thermal conduction
must be taken into account when GW propagation is considered, as in Earth’s thermosphere. GWs of interest
have horizontal wavelengths usually smaller than the conventional resolution of general circulation mod-
els (GCMs), and thus, their effects have to be parameterized. Medvedev et al. [2011a] applied the nonlinear
spectral parameterization of small-scale GWs of Yigit et al. [2008] to the output of the Mars Climate Database
[Gonzdlez-Galindo et al., 2009] and demonstrated that dynamical effects of these waves in the Martian lower
thermosphere are very large and, therefore, cannot be ignored. This parameterization was specifically devel-
oped for “whole atmosphere” GCMs and was extensively utilized in numerous GW studies in the context of
Earth’s middle atmosphere and thermosphere [Yigit et al., 2009, 2012, 2014; Yigit and Medvedev, 2009, 2012].
With the parameterization interactively implemented into the Max Planck Institute Martian GCM (MGCM)
[Hartogh et al., 2005, 2007; Medvedev and Hartogh, 20071, Medvedev et al. [2011b] have shown that GWs play
a very important role in the dynamics of the middle and upper atmosphere of Mars. They close, and even
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reverse, the zonal jets, enhance the meridional circulation and middle atmosphere polar warmings, facili-
tate a formation of CO, ice clouds [Yigit et al., 2015], and modulate the upper atmospheric response to dust
storms [Medvedev et al., 2013]. GW-induced cooling is as strong in the mesosphere and thermosphere as the
major radiative cooling mechanism—the radiative transfer in the IR bands of CO, molecules [Medvedev et al.,
2015]—and can explain the observed temperatures in the lower thermosphere [Medvedev and Yigit, 2012].

GW parameterizations assume a spectrum of wave harmonics at a certain source level in the lower atmosphere
in order to represent GW generation and activity. Accurate estimates of GW momentum fluxes have, there-
fore, been recognized as an essential task in Earth climate studies. However, with the concerted efforts and
numerous observational campaigns [Alexander et al., 2010], the global picture of GWs is still beyond our reach
even on Earth. On Mars, this goal is even farther away. The progress with numerical modeling has allowed to
circumvent this problem to a certain degree by utilizing high-resolution (GW-resolving) GCMs. They are now
being increasingly used in Earth studies for the interpretation and validation of observations and constrain-
ing parameterizations [e.g., Watanabe et al., 2008; Sato et al., 2009; Miyoshi et al., 2014]. This approach is based
on the assumption that comprehensive GCMs can capture a significant portion of GW sources and the details
of wave propagation. Thus, they provide a realistic surrogate for observations.

The first high-resolution GCM for Mars has been reported by Takahashi et al. [2008]; however, GWs have not
been considered explicitly at that time. The only other high-resolution MGCM has been presented by Miyoshi
etal. [2011]. They performed simulations with a horizontal resolution of 2° x 2° and analyzed spatiotemporal
spectra of the resolved fields. The major finding of their work was an enhancement of wave energy for har-
monics with zonal wave numbers n up to 30 at tidal frequencies at heights where diurnal and semidiurnal
tides are large. Our paper further addresses the lack of knowledge of GW fields in the Martian atmosphere with
the new high-resolution (~1.1° in horizontal) MGCM and directly focuses on smaller-scale (n > 60) harmonics,
which usually have to be parameterized.

The paper is structured as follows. The high-resolution MGCM is described in section 2. GW variations in the
lower atmosphere (10-30 km) are presented and compared with observations in section 3. Vertical prop-
agation of GWs is discussed in section 4, while horizontal distributions of their characteristics are given in
section 5.

2. Gravity Wave-Resolving Martian General Circulation Model

The high-resolution MGCM used in this study is based on the atmospheric component of the Model for Inter-
disciplinary Research on Climate terrestrial GCM developed collaboratively by the Atmosphere and Ocean
Research Institute, the University of Tokyo, the National Institute of Environmental Studies, and the Japan
Agency for Marine-Earth Science and Technology in Japan [K-7 Model Developers, 2004; Sakamoto et al., 2012].
It utilizes a spectral solver for the three-dimensional primitive equations and has a set of physical parame-
terizations appropriate for the Martian atmosphere as described in the works by Kuroda et al. [2005, 2013].
The MGCM accounts, among others, for radiative effects of gaseous carbon dioxide and airborne dust, and
interactively simulates condensation and sublimation of the atmospheric CO,, formation of CO, ice clouds,
snowfalls, and seasonal ice cap in the polar atmosphere. The lower-resolution version of the MGCM has
been validated against the observed zonal mean climatology [Kuroda et al., 2005] and extensively been
used for studies of baroclinic planetary waves [Kuroda et al., 2007], zonal-mean variability in the middle and
high latitudes [Yamashita et al., 2007], equatorial semiannual oscillations [Kuroda et al., 2008], winter polar
warmings during global dust storms [Kuroda et al., 2009], and CO, snowfalls in the northern winter polar atmo-
sphere [Kuroda et al., 2013]. Recently, this model received the name DRAMATIC (Dynamics, RAdiation, MAterial
Transport and their mutual InteraCtions) MGCM and has been used to validate the retrieved temperature in
the southern polar night from the MGS radio occultation measurements [Noguchi et al., 2014].

In this study, the MGCM was run at the T106 spectral truncation, which corresponds approximately to a
1.1° x 1.1° (or ~60 km) horizontal resolution. In the vertical direction, the model domain extends from the
surface to ~80-100 km and is represented by 49 c-levels. Such setup allows for realistically capturing gener-
ation and propagation of GWs with horizontal wavelengths of 3Ax ~180 km and longer and, to some extent,
their vertical attenuation due to nonlinear processes. These waves are subgrid-scale in conventional GCMs,
and the dynamical and thermal importance in the Martian atmosphere of the harmonics of these scales has
been demonstrated in the works of Medvedev et al. [2011b] and Medvedev and Yigit [2012], correspondingly.
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Figure 1. (a) Kinetic £, and (b) potential energy Ep per unit mass (in J kg~") of resolved gravity waves with the total
wave numbers greater than 60 (horizontal wavelengths of less than ~350 km), and (c) the ratio Ek/Ep, averaged between
10 and 100 Pa for 20 sols days starting at L, = 270°. White contours on each plot denote the Martian topography.

The local thermodynamic equilibrium was assumed for the radiative effects of CO, gas at all heights.

3. Gravity Wave Variations in the Lower (10-30 km) Atmosphere

The results shown here are for the northern hemisphere winter solstice, i.e, when Mars is at perihelion, and
the dynamical processes in the atmosphere are most active. All the figures are based on 20 Martian solar days
(sols) averaged fields centered at the solar longitude L, = 270°, with the dust opacity of ~1.0 in the visible
wavelength (a “low dust” condition).

We designate the shortest horizontal-scale fluctuations with the total wave number n > 61 (horizontal wave-
lengths less than ~350 km) as wave disturbances ¢’. This choice allows for explicitly considering harmonics,
which are known to significantly contribute to dynamical and thermal forcing of large-scale atmospheric
flows, and which are usually parameterized in GCMs. Correspondingly, the larger-scale (n < 60) fields here
represent the “mean” ¢ such that ¢ = @ + ¢’. Similar definition is applicable to disturbance covariances. For
instance, @'y’ is the product of shorter-scale fields ¢ and w on the globe, of which only the lower-n portion
is taken. Effectively, averaging denoted by overbars is a horizontal spatial averaging or a coarse-graining.

Direct measures of activity of fluctuating fields, which we assume are composed mainly of gravity waves, are
their kinetic and potential energy (per unit mass) E, and E,, correspondingly:

Eo=5 (w2 +v2), Ep=%<%>27;—l22, (1)
where v’ and v’ are the wind fluctuations in the zonal and meridional directions, respectively, g is the accelera-
tion of gravity, and N is the Brunt-Vaiséla frequency. The quantities £, and £, averaged between 10 and 30 km
are shown in Figures 1a and 1b. This representation allows for a direct comparison with the measurements of
GW temperature fluctuations derived from MGS occultation data for the same season [Creasey et al., 20063,
Figure 4b]. Their observations show a gradual increase of £, in the southern hemisphere from <2J kg~ athigh
latitudes to 10-15 J kg~ and larger over the equator, which is in an excellent agreement with our simulations
in Figure 1b. Measurements are missing for latitudes higher than 20°N, where simulations predict an increase
of GW activity, and reach its maximum (of greater than 30 J kg~') over the core of the westerly polar night
jet (at ~60°). Another observational constraint has been presented by Wright [2012], who derived tempera-
ture fluctuations from the Mars Climate Sounder data. Although they were obtained for spatial scales longer
than in our simulations, the magnitudes of variations are in a very good agreement between 100 and 10 Pa
(several K) [Wright, 2012, Figure 2a]. Observations also show an enhancement of temperature fluctuations in
the northern high latitudes. In the southern hemisphere, our simulations do not reproduce large temperature
fluctuations. In addition, Ando et al. [2012] showed that the equatorial region has larger £, than any other lat-
itude region, whereas our simulations display that this peak is shifted to the middle latitudes of the northern
hemisphere.

The distribution of £, in Figure 1a is similar to that of E,. It also demonstrates the latitudinal asymmetry
of gravity wave activity in the lower atmosphere with the maximum in the winter hemisphere. There is an
equipartition of kinetic energy between the zonal and meridional components of small-scale wind variations.
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The results in Figure 1a indicate that the magnitudes of wind fluctuations increase from ~1 m s~ in high lati-
tudes of the southern hemisphere to ~6 m s~' in the middle- and high latitudes of the northern hemisphere.
These distributions of £, and E, clearly reflect GW sources in the lower atmosphere.

One property of the small horizontal-scale wavefield can immediately be found by comparing £, and E,: the
kinetic component of energy exceeds that of potential energy. Geller and Gong [2010, equation (10)] have
derived the relation between the £, /E,, ratio and the intrinsic frequency of gravity wave é:

2
f
g, 1+(5)

3 =—1_(£)2, @)

where f is the Coriolis frequency. It follows from (2) that smaller-@ (longer period in the frame of reference
moving with the local wind) GW harmonics have larger E, / E, ratios, while the latter asymptotically approaches
unity for high-frequency harmonics. The calculated ratio £, /E,, plotted in Figure 1c points out the interhemi-
spheric asymmetry in the distribution of the dominant intrinsic frequencies @ of resolved small-scale waves:
they are a factor of two or more smaller in the winter hemisphere. Given that their horizontal scales are approx-
imately equal throughout the globe, this implies smaller intrinsic horizontal phase velocities c—u of GWs in the
northern hemisphere. These waves are generated by the meandering strong winter polar jet (large &), which
means that their observed horizontal phase velocities ¢ (measured with respect to the surface) are, on the
contrary, large. A closer consideration of small-scale GW-induced fields, for instance, of the horizontal wind
divergence du’ /ox + 0V’ /dy (see Movie S1 in the supporting information), confirms that wave packets move
eastward much faster in the winter polar jet region, although somewhat lag the mean zonal winds. This illus-
trates the bias in the horizontal phase velocities of small-scale GWs in the source region first pointed out in
the work by Medvedev et al. [1998] and utilized in the prescribed source spectrum in the GW parameterization
studies for Earth [Yigit et al,, 2009] and Mars [Medvedev et al., 2011b]. In the mountainous regions, £, /E, is, on
the contrary, small (blue shades in Figure 1c), which indicates large intrinsic/small observed horizontal phase
velocities. This means that topographically induced GWs dominate there and that the wave packets are “tied
up” to the relief features. Movie S1 clearly demonstrates this phenomenon.

4, Vertical Propagation of Gravity Waves

Having considered GWs in the lower atmosphere, we now turn to their upward propagation. Vertical fluxes of
the zonal and meridional momentum, pu’w’ and pv/w’, respectively, are important quantities for examining
wave propagation. Zonally averaged distributions of the calculated pu'w and pv'w’ are plotted with colored
shades in Figures 2a and 2b, respectively, and the mean zonal and meridional winds are superimposed with
contour lines. The fluxes are vector quantities, which are conserved if no sources and sinks are present. For a
given GW harmonic, the momentum flux is proportional to the intrinsic phase velocities in the corresponding
direction and characterizes wave propagation with respect to the mean flow. Only in the absence of the latter,
the signs indicate the direction of wave propagation with respect to the surface, that is, in the east-west or
north-south direction. These results suggest that, in the lower atmosphere, the fluxes are, generally, directed
against the local winds. This means that the spectra of GWs are dominated by harmonics with observed phase
velocities ¢ that are slower than the local wind (“lagging” the flow) or having opposite signs (moving against
the flow): c < G if >0, and c> T if & < 0. Over the course of vertical propagation, harmonics are selectively
dissipated and/or obliterated due to breaking or filtering by the mean wind. The net wave momentum flux
is determined by a delicate balance of contributions of “surviving” harmonics from the initial spectrum. Thus,
magnitudes and even the sign of the net flux can vary with height. For instance, the apparent increase of the
magnitude in low latitudes between 100 and 10 Pa in Figure 2a does not necessarily indicate in situ generation
of waves with positive pt/w’. Harmonics with pu’w’ < 0 in the incident spectrum are filtered by the easterly
wind U < 0, while waves carrying positive fluxes progressively contribute more because (a) their amplitudes
grow with height and (b) c—& and the associated momentum flux increase. Above ~10 Pa, the opposite occurs.
Harmonics with positive flux partly dissipate and deposit their momentum to the mean flow, as we shall
discuss below, and partly their contribution decreases (due to the mean zonal wind & weakening) along with
the increase of the contribution of waves with negative fluxes. Same can be applied to the local maximum of
positive meridional fluxes pv'w’ > 0 over ~60°N in Figure 2b.

KURODA ET AL.

GRAVITY WAVES ON MARS 9216

11



@AG U Geophysical Research Letters

10.1002/2015GL066332

0.1

101

Pressure [Pa]

1000

Latitude

-1 -0.5 -0.2 -0.1 —0.05-0.02-0.01

(c) pPEK

0

Latitude

0.01 0.02 0.05 0.1 0.2 05 1 [mPa]

0.1

Pressure [Pa]

1000

EQ
Latitude

308 30N

0.1

I 1001

1000

L 80
L 70
L 60
L 50
L 40
L 30
L 20
t 10

Latitude

Y

[wy] epninly

[wy] epninly

Figure 2. The latitude-altitude cross sections of zonal-mean quantities due to resolved GWs with the total wave number
of larger than 60 (shaded): (a) vertical flux of zonal wave momentum pu’w’ (in mPa), (b) vertical flux of meridional
momentum pv/w’, (c) kinetic wave energy pE; (in mJ m~3), and (d) potential wave energy pEp. Black contours in
Figure 2a represent the zonal wind (in m s~ 1) and the meridional wind in Figure 2b.

Since wave momentum fluxes are vector quantities they are not fully suitable for characterizing the net field
because harmonics with opposite signs may offset and even cancel contributions of each other. Wave vari-
ances provide another proxy for wave activity, which is devoid of this limitation. Figures 2c and 2d show their
zonal mean latitude-altitude distributions in the form of kinetic and potential energy, £, and £, from (1) mul-
tiplied by the mean density. pE, exceeds pE, everywhere in the atmosphere, as it does at lower altitudes in
Figure 1. The maximum of wave energy is in the lower atmosphere, where these waves are mainly excited
and decreases with height in each vertical column. However, a clear asymmetry between the northern and
southern hemispheres is seen. Wave activity is stronger, and GWs penetrate higher in the winter hemisphere.
Partially, this may be explained by the asymmetry of sources in the lower atmosphere, but refractive properties
of the atmosphere associated with the mean winds are likely to play a role as well. Spectra of generated waves
in average are dominated by harmonics with slower phase velocities, as otherwise would cause an “ultravio-
let catastrophe” (integral of energy over spectrum diverges). These waves are less affected by strong winds in
the core of the westerly jet and, therefore, are being focused into it. One more reason for the asymmetry can
be related to the oblique propagation: wave packets composed of harmonics with slower phase velocities
can cover significant horizontal distances upon their vertical propagation. We cannot diagnose the degree of
obliqueness directly from the GCM output, and a ray tracing model is required for that. Most likely, all three
factors contribute to the obtained distributions of GW activity in the middle atmosphere. Here we simply state
that the simulated asymmetry awaits a validation with observations and that any successful parameterization

of subgrid-scale GWs must reproduce it.

Figures 2a and 2b show that momentum fluxes ultimately decrease with height. Divergence of the momen-
tum fluxes quantifies the rate of wave obliteration, and the amount of momentum transferred to the mean
(larger-scale in our study) flow. Depending on the sign, waves can produce acceleration or deceleration of the
latter. Figures 3a and 3b present thus calculated forcing along the corresponding axes:

=-V.-vu,

ay

=-V.vV,

a, =

3)
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Figure 3. The components of divergences of gravity wave momentum fluxes (shaded, in m s~ sol~") and the mean
wind (contours, in m s=1): full (horizontal and vertical) divergences of (a) zonal and (b) meridional momentum fluxes;
only vertical divergence of (c) zonal and (d) meridional momentum fluxes. Black contours denote the mean zonal
(Figures 3a and 3c) and meridional wind (Figures 3b and 3d).

where v’ = (U, v/, w’) are the components of velocity fluctuations and V = (9/0dx, d/dy, p~' 0p/0z). As can be
seen, a, and g, created by the resolved small-scale motions are significant in the middle atmosphere (tens of
ms~" sol~") and directed mainly against the mean wind. This result is consistent with the estimates of GW drag
obtained using the extended spectral parameterization of Yigit et al. [2008] applied to the distributions of wind
and temperature from the Mars Climate Database [Medvedev et al., 2011a] and interactively coupled with the
Martian GCM [Medvedev et al., 201 1b]. One may notice that it is significantly smaller than the estimates of Fritts
etal. [2006] (~1000 of m s~ sol™"), butitis because we present zonal and time averaged quantities, while their
results are based on individual measurements. Instantaneously, a, and a,, in our simulations can occasionally
reach several thousand m s~' sol~'. The response of the mean zonal winds to this forcing is also seen—the
jets show the tendency to decrease and close in the upper portion of the domain. This cannot be achieved in
simulations with conventional (low) resolution without parameterized subgrid-scale GWs unless an artificial
sponge layer is applied near the top. Thus, our GW-resolving simulations represent a direct confirmation of
the predictions on the dynamical importance and effects of small-scale GWs in the Martian atmosphere.

The plotted divergences further illustrate GW propagation in the equatorial region. They show weak negative
a, below 10 Pa created by the absorption of harmonics with negative fluxes by the easterly mean wind & < 0,
as is discussed above. Around 10 Pa, strong dissipation of harmonics with /w’ > 0 produces positive a, decel-
erating the mean wind. Above 10 Pa, the remaining harmonics with negative fluxes deposit the negative
momentum upon their dissipation, which results in the acceleration of the negative flow. The latter seems
paradoxial as all the waves with negative fluxes should have apparently been filtered below by the negative
background wind. An in-depth explanation of such phenomenon was given in the paper of Yigit et al. [2009,
section 8, paragraph 42 and Figure 8] and is related to the fact that the projection of the wind on the direction
of wave propagation (that affects the latter) can significantly differ from the zonal wind alone.
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Figure 4. The distribution of horizontal flux of zonal wave momentum u'w at (@) 260 Pa and (c) 0.1 Pa pressure levels
(shaded, in J kg™"). Black contours represent the topography of Mars. (b) The same as in Figure 4a except for v/w’.

(d) The divergence of meridional wave momentum (in m s~1 sol~") at 0.1 Pa pressure level. Black contours in Figures 4a
and 4b represent the topographical features. Purple contours in Figures 4a, 4c, and 4d denote the mean zonal wind
velocity @ (in m s=') while in Figure 4b denote the mean meridional wind velocity .

The vertically alternating patches of positive and negative a, in the equatorial region tend to enhance the
semiannual oscillation of the zonal wind, as discussed in the work of Kuroda et al. [2008]. The meridional
component of the GW-induced torque, a, also plays an important role in the middle atmosphere. It deceler-
ates the cross-equatorial south to north meridional transport in low and middle latitudes at ~10 Pa induced
mainly by thermal tides, accelerates it somewhat higher (at ~1 Pa), and extends to high latitudes of the winter
(northern) hemisphere. This leads to the intensification of the downward branch of the meridional transport
cell over the North Pole, which results in the increase of the adiabatic heating and enhancement of the middle
atmosphere polar warming [Medvedev and Hartogh, 2007; Kuroda et al., 2009]. Similarly, small-scale GWs decel-
erate the northward meridional flow in the upper mesosphere and weaken the meridional pole-to-pole cell.

Next, we estimate the contributions of the vertical component of the momentum flux divergence to the net
a, and a, by plotting —p~'dpu'w’ /dz and —p~'dpv'w’ /dz in Figures 3c and 3d. They are very close to those in
Figures 3a and 3b. This indicates that (a) horizontal propagation of GWs plays a secondary role in forcing the
mean flow and (b) GW parameterizations accounting for only vertical propagation can successfully capture
the major part of subgrid-scale GW effects in GCMs.

5. Horizontal Distributions of Wave Fluxes

Many parameterizations use wave momentum fluxes at a certain level in the lower atmosphere for the speci-
fication of sources. Therefore, we plotted the longitude-latitude distributions of 'w’ and v'w’ atp = 260 Paiin
Figures 4a and 4b. They are shown with colored shades, and the corresponding large-scale winds & and v are
superimposed with contours. Although all quantities are 20 day averaged, fluxes are seen to be very patchy,
which demonstrates that sources are extremely localized both in space and time. Peak values of the fluxes with
alternating signs occur in the mountainous regions. They are evidently associated with waves generated by
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flow over topography. Nevertheless, a clear asymmetry can be seen: fluxes predominantly have signs oppo-
site to the mean local wind. In the middle-to high-latitudes of the northern hemisphere, the distribution of
the zonal flux is significantly smoother. These GWs are excited within the curvatures of the winter westerly jet,
which, in large, are associated with Kelvin waves moving eastward with time. The meridional fluxes are neg-
ative and directed against the mean meridional wind between the equator and 45°N and have alternating
direction in other regions, where the mean wind is weak.

For comparison, the zonal momentum fluxes created by harmonics penetrating to the mesosphere
(p = 0.1 Pa) are shown in Figure 4c. Their distribution is significantly more horizontally homogeneous. Most
orographic GWs (with small with respect to the surface phase speeds) are filtered out by the wind in the
course of their vertical propagation and create only a marginal enhancement over the mountainous regions.
This confirms the fact well known from Earth studies that GWs with progressively faster horizontal phase
speeds dominate at high altitudes [Yigit and Medvedev, 2015]. The region with negative (but large) horizontal
wave momentum fluxes in the mesosphere is confined to northern high latitudes, which reflects the favor-
able propagation conditions for the corresponding harmonics, and which is in line with our finding using the
GW parameterization [Medvedev et al., 2011b; Yigit et al., 2015]. The magnitudes of fluxes in the mesosphere
significantly exceed those in the lower atmosphere, which merely reflects the wave amplitude growth due to
exponential density drop with height.

Finally, we show the calculated vertical divergence of momentum fluxes (wave drag), a, = —p™" d(pW)/dz,
in the mesosphere (Figure 4d). It is consistent with the zonal mean cross section in Figure 3c but shows a high
degree of horizontal inhomogeneity. Locally, a, exceeds 200 m s~! sol~" at p = 0.1 Pa, but almost nowhere
is less than several tens of m s™' sol~". Obviously, such strong effects of small-scale waves cannot be ignored
in the dynamics of the Martian mesosphere. Note that the values and distributions of both wave fluxes and
acceleration/deceleration obtained in this high-resolution simulation can and should be served for validation
and tuning of GW parameterizations.

6. Conclusions

We presented the first results of simulations with a new high-resolution Martian general circulation model
(triangle spectral truncation T106) that resolves (in a 3AX sense) harmonics with horizontal scales down
to ~180 km. In this paper, we concentrated on the Northern winter solstice (around the solar longitude
L, = 270°) and GW harmonics shorter than 350 km. This consideration leaves aside shorter-scale (few tens of
kilometers) harmonics generated by convection, and which can be important in the upper atmosphere. The
main inferences of this first study of its kind are listed below.

1. Magnitudes of temperature variances due to small-scale GWs (or available potential wave energy E,)
between 10 and 30 km are in a good agreement with those obtained by Creasey et al. [2006a] from Mars
Global Surveyor radio occultation data. In addition, simulations show a gradual latitudinal increase of £,
from south to north with the maximum in the winter hemisphere, where the observational data are missing.

2. Variances of wave-induced horizontal wind fluctuations exhibit a similar behavior, however, with a steeper
growth—the ratio of the wave kinetic and potential energy, E,/E,, increases from ~1.5 in the southern
hemisphere to about 3 in the northern one.

3. Two major sources of GWs can be identified in the lower atmosphere: the mountainous regions generating
slow or even nonmoving with respect to the surface wave packets, and the meandering winter westerly jet
exciting faster GW harmonics traveling mainly eastward.

4. The majority of generated GWs move slower than the background wind, and the associated vertical fluxes
of horizontal wave momentum are directed against it.

5. Most of GWs are produced in the lower atmosphere, and their fluxes and energy decay with height.

6. Upon vertical propagation and dissipation, these waves deposit their momentum directed mainly against
the local wind and, thus, provide a wave drag on the mean flow.

7. As aresult of the drag, the simulated jets in both hemispheres demonstrate a tendency to close in the upper
atmosphere. This feature cannot be reproduced by GCMs with a conventional (low) resolution without
applying an artificial sponge near the model top or an appropriate GW parameterization.

8. In the lower atmosphere, the distributions of wave momentum fluxes are very patchy, reflecting the highly
localized nature of GW sources. Orographically generated slow waves are filtered in lower layers in the
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course of their vertical propagation, and the upper mesosphere is dominated by harmonics with faster
horizontal phase velocities.

Given the lack of observations of GWs in the atmosphere of Mars, our high-resolution simulations provide
the much needed framework for constraining GW parameterizations, and validating the results obtained with
the latter.
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Abstract Parametric subharmonic instability (PSI) trans-
fers energy from low-mode semidiurnal baroclinic tidal
flow to high-mode near-inertial waves at latitudes ~30°,
inducing strong ocean mixing and hence affecting the
global ocean circulation. Nevertheless, intuitive descrip-
tions of the physical mechanism for energy transfer by
PSI are very sparse. In this study, we reformulate this
phenomenon to present a visual image of its mechanism
based on a combination of simple classical theories such
as beats and parametric excitation without adhering to a
strict mathematical formula. It is shown that two small-
scale near-inertial waves with slightly different
wavenumbers propagating in opposite directions super-
pose to create beats. When the resulting beats have the
peak-to-peak length and the phase velocity equal to the
wavelength and the phase velocity of large-scale semi-
diurnal baroclinic tidal flow, respectively, continuous
acceleration of near-inertial motions takes place under
the effects of convergence and horizontal shear of the
background semidiurnal baroclinic tidal flow. The reso-
nant condition for PSI can thus be easily understood by
introducing the well-known concept of beats which also
provides a natural explanation for the large difference in
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spatial scales between the semidiurnal baroclinic tidal
flow and the resulting near-inertial waves.

Keywords Parametric subharmonic instability - Resonant
triad interaction - Nonlinear energy cascade - Semidiurnal tidal
flow - Near-inertial wave - Beat frequency

1 Introduction

When diapycnal mixing processes in the thermocline transmit
buoyancy downward into the deep ocean interior, they impact the
global ocean overturning circulation (Munk 1966; Munk and
Waunsch 1998; Bryan 1987; Tsujino et al. 2000). The energy for
diapycnal mixing processes in the deep ocean is originally sup-
plied at large scales by wind stress fluctuations and tide-
topography interactions. Energy is then transferred to higher
wavenumbers in the internal wave spectrum to dissipation scales
by nonlinear wave-wave interactions (Hibiya et al. 1996, 1998).

Under the assumption of weak nonlinearity, resonant triad
interactions of internal waves dominate the dynamical pro-
cesses redistributing energy within the internal wave spec-
trum. Resonant triad interactions are phenomena where three
sinusoidal internal waves satisfying

k+ kK +£k" =

0
wtw £ =0

(1)

exchange energy, where k and w represent the wavenumber
and frequency of each wave, respectively, and the apostrophes
indicate the different internal waves. Hasselmann (1966)
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introduced, under the random phase assumptions, the energy
transfer equation

0A(K)
ot

- Jdk’ j AR {DTO(K + K'—K)5(o + w'w)[AK)AK")-A(K ) AK)-A(K")A(K)]

+2D75(K'—K"—k) 6 (w'—w"-w) [A(K)A(K") + A(K)A(K)-A(K")A(K)] + O(4®)+ "}

where D are the coupling coefficients and A(k) represents the  theories such as beats and parametric excitation without
action density of each wave. This relation determines the  adhering to a strict mathematical formula.

energy transfer rate within the internal wave spectrum by

resonant triad interactions.

McComas and Bretherton (1977) identified the dominant 2 Basic theories
resonant triad interactions in the observed universal internal
wave spectrum (Garrett and Munk 1972) as induced diffusion 2.1 Parametric excitation
(ID), elastic scattering (ES), and parametric subharmonic in-
stability (PSI). In the case of PSI, in particular, two internal ~ An oscillation whose parameter varies periodically can grow
waves of nearly opposite wavenumbers and nearly equal  its amplitude exponentially when the frequency of the variable
frequencies resonantly interact with an internal wave of much ~ parameter matches twice its intrinsic value. This type of
smaller wavenumber and almost twice the frequency. physical process is called parametric excitation. Pumping a

According to a series of vertical two-dimensional numeri-  playground swing by periodically standing and squatting to
cal experiments by Hibiya et al. (1996, 1998, 2002), the increase the size of the swing’s oscillations is a typical exam-
cascade of low-mode semidiurnal baroclinic tidal energy to  ple of parametric excitation.
dissipation scales results in the enhancement of high-mode Parametric excitation is mathematically described using a
near-inertial shear, which is clearly latitude-dependent.  linear differential equation with periodically variable coeffi-
Consequently, remarkable enhancement of near-inertial shear  cients, the solution of which behaves exponentially in the long
shows up at latitudes ~30°. This phenomenon is caused by  term (Floquet theorem). The analytical processes to derive its
PSI, which transfers semidiurnal baroclinic tidal energy to  growth rate are classically well known (e.g., Landau and
subharmonic internal waves, namely, near-inertial waves.  Lifshitz 1960) so that will not be repeated.

Later field observations using expendable current profilers

(XCPs) verified the numerically-predicted, latitudinal depen- 2.2 Beats

dence of diapycnal diffusivity associated with high-mode

near-inertial shear (Hibiya and Nagasawa 2004), so that PSI ~ Before discussing resonant triad interactions, we consider the
is thought to play a crucial role in mixing processes inthedeep ~ superposition of two waves with slightly different frequencies
ocean. and wavenumbers propagating in opposite directions. Note

Despite the importance as mentioned above, little has been  that the physics for this case greatly differs from that for the
known about the physical mechanism of PSI. Motivated by =~ more familiar case where two waves traveling in the same
the fact that the conventional energy transfer Eq. (2) cannot  direction are superposed.
explain the growth rate obtained from the numerical When two sound waves with slightly different frequencies
experiments, Young et al. (2008) presented another for-  are superposed, sound fluctuations with low frequency result.
mulation without the random phase assumption that is  This physical process called beats is interpreted as a kind of
consistent with the results of numerical experiments. Their ~ amplitude modulation. We consider here not only time depen-
somewhat complicated perturbation analysis, however, dence but also spatial dependence of this phenomenon, which
does not give us the complete image for the physical  is mathematically described as
mechanism of PSIL.

In this study, we illustrate an approach that allows more
tractable interpretation of the PSI mechanism. We demonstrate
that an intuitive understanding of the physical mechanism of
PSI is possible based on a combination of simple classical (3)

cos(k1x —wit) + cos(kax + wot)

1 1
= 2(3055{(](1 —+ kz)x* (u.I| 70}2)[}(3055{(]{17152))57 (w1 + u)z)t},
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with the horizontal wavenumbers k;~k,, the frequencies
wi~w,, and cos(((ky—kr)x—(witwy)f)/2) an envelope of
almost stationary “component waves” cos(((k;+k2)x—
(w1—wy)f)/2). In a broader definition, we also call this envelope
beats. Note that the resulting beats have a peak-to-peak length
of 27/(ky —k,) and a phase velocity of (w;+w,)/(k;—k;) (Fig. 1).
This means that the third wave with kzs=k;—k, and wy=w;+wy,
the resonant condition (1), can have the same spatial structure
and phase velocity as those of beats. In this case, the third wave
is able to continuously interact with the component waves in
the beats.

3 Mechanism of PSI

In this section, we revisit the mechanism of PSI based on the
discussions presented so far. We start with the basic equations
consisting of equations of motion, continuity, and buoyancy in
a stratified fluid on the f“plane under the Boussinesq approx-
imation such that

u—i—u-Vu—i—fez><u:—Vp—i—beZ

ot

Vau = 0 (4)
@+u.Vb+wN2 =0

ot

where ¢ is the time, u=(u,v,w) is the three dimensional velocity
vector, f'is the inertial frequency, p is the pressure divided by
density, b is the buoyancy, e, is the unit vector vertically upward,
and N is the buoyancy frequency, respectively. Then, we sepa-
rate the variables into the background components associated
with semidiurnal baroclinic tides and the fluctuating compo-
nents associated with near-inertial waves so that the linearized
equations for fluctuating components can be written as
a !/

ot
.u :0

/

ob
E —+ U'Vb/ + u'-VB + W/]V2 = 0

+UVd +u'-VU + fe, xu' = —Vp' + be,

where the capitalized variables represent the already-known
background tidal flow, whereas the primed variables represent
the unknown fluctuating near-inertial waves. We postulate
here that the second-order products of the primed variables
are neglected and the background tidal flow has sinusoidal
spatial and temporal structure with wavenumber Kk, and fre-
quency wy. For simplicity, we further assume that stratification
is uniform and all the variables are independent of y-direction,
namely, 0/0y=0.

28

Multiplying the first equation of (5) by u’ and the third
equation of (5) by b'/N* and summing them up, we can get the
energy equation,

OoF
—+V-F+G=0, (6)
ot
where
1 b?
EE2 P’ +N2
— (] 17 1o (7)
F= (v +EU, pV' +EV, p'W + EW)
b/
G=u-(u V)U+N2( -V)B

with F the energy flux from outside the space and G the
energy production by the background field. For inertial grav-
ity waves, plane monochromatic solutions of linearized equa-
tions of (4) can be written as

k
u:%expi(karmz—wt)
w _.
:;a—]g;(zexpi(kx—i—mzwt)
2 —
ak®w (8)
w=—————>—¢expi(kx + mz—wt
m(w? = f?) pil zw)
iak*N?
b=————>—expi(kx + mz—wit)
m(w? = f2)
p = aexp i(kx + mz—wt)
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Fig.1 a Two sinusoidal waves with slightly different wavenumbers k1, k»
and frequencies wy,w, propagating in opposite directions. b Combining
two waves produces large-scale envelopes, i.e., beats, with rapid phase
velocity. The resulting beats have peak-to-peak length of 27/(k; —k,) and
a phase velocity of (w;+w,)/(k1—ky)
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with the dispersion relationship,

(K +m*)w? =N?k* = f°m* = 0 (9)
where a is an arbitrary constant, £ and m are the
horizontal and vertical wavenumbers, respectively, and
w is the frequency. Using (8) and (9) for each of the
background semidiurnal baroclinic tidal flow and the
fluctuating near-inertial waves, we can evaluate the en-
ergy production G at each location such that

ou v
_+uv R

~/2
Gu Oox Oox

(10)

where the terms including b’ and w' are dropped taking
into account negligible vertical displacement of near-
inertial waves (a detailed explanation is given in
Appendix A).

The case where each term in (10) takes the minimum
value so that most efficient energy production takes
place is illustrated in Fig. 2. Note that the green arrow
shows the fluctuating velocity components u' and v’
with the inertial period (24 h in this case) and the blue
arrows show the background velocity components U
and V with the semidiurnal tidal period, both rotating
in a horizontal plane. At 0 and 12 h, the near-inertial
motion is in the convergence dimension of the back-
ground semidiurnal tidal flow (O0U/0x<0) so that the
acceleration of the near-inertial motion results (through
the term u'?0U/dx in (10)). At 3, 9, 15, and 21 h, on
the other hand, the near-inertial motion obliquely
crosses the horizontal shear of the background semidi-
urnal tidal flow (u'v'0V/0x<0) so that the acceleration
of the near-inertial motion again takes place (through
the term u'v'0V/ox in (10)). Since (8) shows that the
time variations of both terms in (10) occur in phase as
well as |U]~2|V] for the background semidiurnal tidal
flow (wo~2f) and |u'|~|v'| for the fluctuating near-
inertial motion (w~f"), 2/3 of the energy transferred to
near-inertial motion during 24 h is associated with the
convergence of the background tidal flow, whereas the
remaining 1/3 is associated with the horizontal shear of
the background tidal flow.

In general, however, G can take both positive and negative
values depending on the phase relationship between the near-
inertial waves and the background semidiurnal baroclinic tidal
flow. To demonstrate this, Fig. 3 illustrates (a) the lowest
mode wave with a wavenumber ky=(k, m() and semidiurnal
tidal frequency wg, (b) and (c) the high-mode waves
propagating in opposite directions to each other with slightly
different wavenumbers and near-inertial frequencies
k,=(ky, my), wi, and k,=(k,, m»), w,, respectively, and (d)
the superposition of (b) and (¢), all projected on the x-z plane.
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Notice that our theoretical approach is still applicable to the
mode waves depicted in these figures, because each mode
wave is a superposition of paired waves symmetrically prop-
agating in the vertical direction. In light of the discussion in
Sect. 2.2, when the resonant condition ky—k,=k¢y, m;—m,=
my, and w, +w,r=wy is satisfied, the near-inertial beats and the
background semidiurnal tidal flow have the same horizontal
and vertical structures as well as the same horizontal phase
velocity (wy+wy)/(ky—ky)=wolky. As a result, near-inertial
waves with large |u'| (strongly striped regions in Fig. 3d)
and small |u'| (weakly striped regions in Fig. 3d) are contin-
uously captured by the tidal flow convergence zone (0U/0x<
0; green regions in Fig. 3a) and divergence zone (0U/0x>0;
red regions in Fig. 3a), respectively, throughout the course of
their propagation. This implies that the acceleration of near-
inertial motions in the tidal flow convergence zone over-
whelms the deceleration of near-inertial motions in the tidal
flow divergence zone, which results in the net production of
near-inertial energy. It should be noted in this case that the near-
inertial motion is also accelerated through the term u'v’
0V/0x<0 which occurs most efficiently in the |U] maximum
zone where both ©'v'<0 (or u'v'>0) and 0V/ox>0 (or OV/ox<
0) simultaneously take their maximum amplitudes (see
Fig. 2), although it cannot be depicted in a vertical two-
dimensional plane in Fig. 3.

Needless to say, cases might exist where near-inertial
waves with large |u'| are continuously located in the tidal flow
divergence zone. In this case, the situation becomes complete-
ly opposite to that mentioned above and the attenuation of
near-inertial energy results. Nevertheless, so long as the initial
condition is a superposition of randomly phased internal
waves, unstable waves inevitably grow to create a flow field
like Fig. 3d.

The growth rate of near-inertial beats can be obtained based
on the theory of parametric excitation as explained in
Appendix B. Although numerical calculations are needed to
get the precise results, approximate solution of (B5) in the
limit of wy~2fand Re(w;, w,)~f can be simply written as

k
Im(wi2)~ % Vo + V0l (11)

in agreement with the result derived by Young et al. (2008).

4 Discussions and conclusion

Parametric subharmonic instability (PSI) is a process of
energy cascade in the oceanic internal wave field, which
transfers energy from baroclinic semidiurnal tidal flow
to near-inertial waves. In this study, we have
reformulated this phenomenon and presented an intuitive
image of its mechanism based on a combination of simple
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Fig.2 Time variations of the baroclinic tidal flow (blue) with 12-h period
and the near-inertial motion (green) with 24-h period both rotating in a
horizontal plane. At 0 and 12 h, the near-inertial motion is along the
convergence dimension of background flow, so the acceleration occurs by

(a) Baroclinic tidal flow

the effect of convergence. At 3, 9, 15, and 21 h, the near-inertial motion
obliquely crosses the background shear, so the acceleration occurs by the
effect of horizontal shear

(b) Near-inertial waves with wavenumber k
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(c) Near-inertial waves with wavenumber k,
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(d) Near-inertial beats
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Fig.3 a Vertical cross section of the first-mode baroclinic tidal flow. The
areas of horizontal convergence and divergence are colored with green
and red, respectively. b Horizontal velocity u of near-inertial waves with
wavenumber k;. Red areas represent flow directed to the right. Blue areas
represent flow directed to the /efz. ¢ As in b but for the near-inertial waves

with wavenumber k,, slightly different from k;. d Near-inertial beats
resulting from the superposition of b and ¢. The areas of convergence of
the baroclinic tidal flow in a and the near-inertial beats in d are contin-
uously coupled
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classical theories such as beats and parametric excitation with-
out adhering to a strict mathematical formula. We have shown
that beats are created by a superposition of two small-scale
near-inertial waves with slightly different wavenumbers prop-
agating in opposite directions (see discussion of Eq. (3)). When
the resulting beats have the peak-to-peak length and the phase
velocity equal to the wavelength and the phase velocity of
large-scale semidiurnal baroclinic tidal flow, respectively, con-
tinuous acceleration of near-inertial motions takes place under
the effects of convergence and horizontal shear of the back-
ground semidiurnal baroclinic tidal flow. The obtained growth
rate of near-inertial waves agrees well with that derived by
Young et al. (2008) and is consistent with the previous numer-
ical results (Hibiya et al. 2002; MacKinnon and Winters 2005;
Hazewinkel and Winters 2011). According to these studies,
time scales of PSI can be less than 10 days in the shortest,
which allows PSI to be affected by spring-neap tidal cycle.
Although we have obtained the growth rate near the critical
latitude in this study, our methodology can also be applied to
more general cases.

In the real ocean, however, situations are much more com-
plicated; the density stratification is not uniform, the 3 effect
exists, and the near-inertial energy excited by PSI is used to
feed the background waves, so that the energy flux within the
internal wave spectra cannot be evaluated so easily.
MacKinnon et al. (2013), however, verified regular phase
relationships between the baroclinic tidal flow and the near-
inertial waves through the long-time observation of vertical
profile of currents and density stratification in the North
Pacific, which agrees well with our theoretical results.

This study provides the new interpretation for the energy
cascade processes leading to turbulent mixing in the interior
ocean. Further analysis of observational and numerical results
in terms of the theoretical framework presented in this study is
expected to lead to the improved parameterization of turbulent
mixing processes, which is indispensable for the construction
of next-generation global circulation models.

Acknowledgments The authors express their gratitude to two anony-
mous reviewers for their invaluable comments on the manuscript.
Appendix

A. Order estimation of the energy production term

The energy production G in (7) can be reduced to (10) by
algebraic manipulation as follows.
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For inertial gravity waves, (8) and (9) yield

w2_f2
N2=u?

N%u (A1)

In our study, the frequencies of the background and fluc-
tuating components are about 2fand f, respectively, so that, for
f<<N, (A1) gives the relation between wavenumbers for the
background wave ko, m and fluctuating waves k',m' such that

k' ko 3f
wSm N < (A2)
Combining (A1) and (A2), we can obtain
b'B
|G| = |(t'ko + W'mp) (u'U+v’V+ W’W+F) ’
(A3)
ou oV
~u'ko (/U +VV)| = u’za + u’v’ax‘,

B. Derivation of the growth rate of near-inertial beats

We give the analytical formulation of PSI using the theory of
parametric excitation explained in Sect. 2.1.

Since the terms of advection by background flow have
nothing to do with energy production, (5) can be rewritten as

a !/
a—‘;+u’-VU +fe.xu =-Vp' +be.
Vou' =0 (Bl)

/

b
% +u-VB+wN?=0.

Substituting the background field expression and beats
solutions

(U.V,W,B) = (Ug,V§ Wi, By )expilkox + moz—wot) + c.c.
(W N wp B = quexpi(kix + miz-wi1) + quexpi(kox + maz + wot)
(B2)

with resonant condition w; +w->=wy and k;—k,=k, into (B1)
and neglecting all the terms except those with wavenumbers
ki, k,, we can get the algebraic equations
{ Airq; =Byiqy

) B3
Ay qy = Biq, (B3)
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where
+in *f' 0 lkj 0
[ Fiw; O 0 0
Ap=1 0 0 Fiw;, im; -1 and
L0 0 N 0 TFiw
(B4)
FikoUy 0 FimpUy 0 0
FikoVy O FimgVy 0 0
Biu= | FikeWw: 0 FimeWE 0 0 (j = 1,2; double sign corresponds).
0 0 0 0 0
FikoBy 0  FimgBy 0 0

In these equations, superscripts “+” represent complex con-
jugate. In order for (B3) to have nontrivial solutions, w; and w,
need to satisfy the following conditions:

—Byy

Ay =0 and w; +wr = wp.

A (B5)

B

This is one of the generalized eigenvalue problems, easily
calculated with numerical methods.
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Abstract A large eddy simulation (LES) of the upper ocean mixed layer processes in the winter north-
western Pacific is carried out and compared with concurrent microstructure measurements. We find that
dissipation rates of turbulent kinetic energy (¢) and temperature variance from LES agree well with field
observations in the areas where the Ozmidov length scale, calculated from the modeled ¢ and buoyancy fre-
quency, exceeds the grid size of LES. It is also found that, even though the Ozmidov length scale is less than
the grid size of LES, model estimates of the vertical turbulent heat flux near the base of the mixed layer are
very similar to observed values, suggesting that this LES model reproduces the intensity of entrainment
well. This enables us to use the results from LES to assess the turbulence closure models of Mellor and
Yamada [1982, MY] and Nakanishi and Niino [2009, NN] for several forcing scenarios consisting of strong
winds, surface heating, and surface cooling. It is found that NN performs better than MY in reproducing the
results from LES for each forcing scenario, particularly when the turbulent length scale is adjusted to be
more restricted by density stratification.

1. Introduction

Turbulent processes in the oceanic mixed layer play crucial roles in regulating the temperature and velocity
fields in the upper ocean, controlling atmosphere-ocean interactions. Since a majority of the recent atmos-
pheric warming has been taken up by the ocean and upper ocean turbulence affects the ability of the
ocean to uptake heat, this turbulence is a key factor of climate change. Accurate parameterization of
subgrid-scale upper ocean processes therefore must be incorporated into oceanic general circulation mod-
els and/or coupled atmosphere-ocean general circulation models. Second-order turbulence closure models
such as the Mellor-Yamada closure model [Mellor and Yamada, 1974, 1982, hereafter MY] and its modified
versions have been widely incorporated into atmospheric and oceanic general circulation models. However,
the MY closure model has been criticized because it underestimates mixing intensity causing a warm tem-
perature bias near the sea surface [Martin, 1985; Large and Crawford, 1995] and a high relative humidity bias
in the atmospheric boundary layer [Sun and Ogura, 1980; Turton and Brown, 1987]. This has motivated a
number of studies attempting to improve the MY closure model.

The performance of second-order turbulence closure models in reproducing the atmospheric and oceanic
mixed layer processes can be more accurately evaluated through large eddy simulations (LESs) which
directly derive each turbulent quantity. Moeng and Wyngaard [1986, 1989] carried out LES showing the
importance of buoyancy effects in parameterizing several turbulent quantities in the convective atmos-
pheric boundary layers. Nakanishi [2001] and Nakanishi and Niino [2004, 2006, 2009, hereafter NN] carried
out a series of LES studies of the atmospheric boundary layers to develop an improved version of the MY
closure model, which has been incorporated into mesoscale weather prediction models [Saito et al., 2007;
Wang et al., 2014; Coniglio et al., 2013] as well as atmospheric general circulation models [Watanabe et al.,
2010]. LES has been applied to reproduce several upper ocean processes as well [Denbo and Skyllingstad,
1996; McWilliams et al., 1997; Wang et al., 1998; Skyllingstad et al., 2000; Noh et al., 2004; Sullivan et al., 2007;
Polton et al., 2008], the results of which have sometimes been used to assess parameterized turbulent quan-
tities for the oceanic mixed layer processes [Large and Gent, 1999; Skyllingstad et al., 2000; Umlauf and Burch-
ard, 2005; Noh et al., 2011; Furuichi et al., 2012; Harcourt, 2013].
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Using the results from the LES as a reference, Furuichi et al. [2012] evaluated the performance of both the
MY and NN closure models under strong wind forcing. They demonstrated that the NN closure model per-
forms better than the MY closure model in reproducing the development of turbulence associated with the
enhancement of wind-induced inertial current shear after a slight modification of NN such that the turbu-
lent length scale, the parameter closely linked with several turbulent quantities, is more strongly restricted
by increasing density stratification. Nevertheless, several issues from their work still remain to be further
addressed.

First, Furuichi et al. [2012] did not compare the results from LES with turbulence observations in the real
ocean. The validity of LES becomes questionable, in particular, in the strongly stratified regions below the
base of the mixed layer where turbulent eddies are unresolved by the model grid due to their small size.
One of the few previous studies on this issue was done by Skyllingstad et al. [1999]. They performed LES for
the response of the upper ocean to westerly wind burst in the western equatorial Pacific and compared the
simulated results with microstructure measurements.

Furthermore, Furuichi et al. [2012] only performed a couple of idealized wind-driven mixing experi-
ments. The performance of the second-order turbulence closure models should be assessed via the
comparison with LESs under a wide range of surface wind and heating/cooling conditions. Such
assessments are prerequisite to obtain a more complete oceanic mixed layer model that parameterizes
the still poorly understood microscale processes (e.g., Langmuir turbulence and breaking of surface
and internal waves).

In this study, we first perform an LES experiment using oceanographic and meteorological data obtained
from the field observation in the winter northwestern Pacific and compare the calculated results with micro-
structure measurements. After testing the validity of the LES model, we next assess each of the turbulence
closure models MY and NN through the comparison with the LES data set for several forcing scenarios
including strong winds, surface heating, and surface cooling.

2. Numerical Models

2.1.LES

The LES model used in this study is described fully in Furuichi et al. [2012] so that only key features are
described here. The governing equations are the three-dimensional Navier-Stokes equations with a
subgrid-scale parameterization based on the filtered structure function approach by Ducros et al. [1996],
which was used to reproduce the development of the oceanic mixed layer under strong wind forcing (for
the discussion on the subgrid-scale parameterization, see Skyllingstad et al. [2000]). The initial background
temperature field is assumed to be horizontally uniform, whereas the initial turbulent velocity field is
assumed to be a superposition of small random perturbations. For simplicity, the effects of surface waves,
namely, Langmuir circulation [Craik and Leibovich, 1976] and breaking of surface waves are both ignored;
we apply only small random forcing at the shallowest grid level to promote turbulence. The salinity is
assumed to be constant with depth. A cyclic boundary condition is assumed at the lateral boundaries,
whereas a rigid boundary condition is employed at the top and the bottom of the domain. To eliminate the
effects of reflected waves from the bottom rigid boundary, a sponge layer is introduced within 5-15 m
from the bottom. To solve the governing equations, we use a Fourier expansion in the horizontal directions
and a centered finite difference in the vertical direction with the fourth-order Runge-Kutta time stepping
method.

2.1.1. Simulation Using Observed Data

To examine the validity of the LES model, we first carry out an LES experiment using oceanographic
and meteorological data obtained during a field survey of microstructure measurements (14-16
December 2009) in the northwestern Pacific (142.5°E, 27.3°N) onboard the T/V Oshoro-Maru of the Fac-
ulty of Fisheries of Hokkaido University (Figure 1). In total, 21 vertical profiles of dissipation rates of
turbulent kinetic energy (¢) and temperature variance (y) were obtained during the voyage (see
Appendix A).

The observation showed significant variations of the mixed layer depth (Figure 1b), presumably because of
large-scale dynamical effects such as mesoscale eddies with spatial scale much larger than the LES model
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(local time) (i.e., the period B
shown in Figure 1). The salinity
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account the observed salinity
range (34.6-34.7 psu). The hori-

02 zontal domain of 300 m square
0 and vertical of 150 m are
employed with a uniform grid
02 resolution of 1.25 m.
We carry out the LES for 0 P.M.
[Wz‘(:(]) on 13 December, namely,

about 1 day before the start of
the field observation, to 0 P.M.
on 16 December. The surface
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fluxes except for shortwave
solar radiation (Qupers) are cal-
culated by incorporating the
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2009 into the bulk formulae of Gar-

ratt [1977] and Rosati and

Figure 1. (a) The geographic location of the microstructure measurements (indicated by the Miyakoda [1988], respectively,
circle and the arrow) superimposed on the bathymetry. Contour interval is 1000 m. The light
gray indicates the areas where depth <—4000 m. (b) Vertical profiles of the observed tem-
perature averaged for each period (black lines, see also Figures 1c and 1d) and the initial
temperature used for the numerical experiments (gray line). (c and d) Time series of surface
wind stress and heat fluxes used for the numerical experiments. Note Q = Qs + Qothers- The
forcing parameters before 0 P.M. on 14 December except for the shortwave solar radiation
are obtained from the JRA-25 reanalysis data. The gray shade and attached numeral indicate year reanalysis data (JRA-25)
the period of microstructure measurements and the frequency of the deployment of instru- [Onogi et al., 2007]. For the
ment in each period, respectively.

for the period after 0 P.M. on
14 December. Before that time
period, these parameters are
procured from the Japanese 25

shortwave solar radiation
(Qsw), we use the hourly data
obtained at the meteorological station in the Chichijima Island (142.2°E, 27.1°N) in Japan (Automated Mete-
orological Data Acquisition System, Japan Meteorological Agency), which are incorporated into LES taking
into account the effect of penetration below the sea surface.

2.1.2. Idealized Experiments

Next, we carry out LES experiments for three idealized forcing scenarios, strong winds, surface heating, and
surface cooling, following Martin [1985], to clarify how accurately the turbulence closure models perform
for each scenario. Experimental parameters, namely, the wind forcing (), the surface heating (Q), the initial
temperature profile (0, see also Figures 2b and 2c), the integration time (7)), and the grid resolution
employed in LES (A) are summarized in Table 1.

For strong wind scenario (W1 and W2), the experimental design is essentially the same as that employed by
Skyllingstad et al. [2000] who reproduced a typical resonant inertial response of the upper ocean to a travel-
ing storm observed at the northeastern Pacific during the Ocean Storms Experiment [Large and Crawford,
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Table 1. List of the Parameters, Namely, the Surface Wind Stress (t), the Surface Heat (Q), the Initial Temperature Profile (0), the
Integration Time (T;), and the Resolution of LES (A) Used in the Idealized Experiments®

t(Nm™) QWm? 0 T (h) A (m)
Strong Winds
W1 1.40 0 T 24 0.80
w2 1.40 —320 T1 24 0.80
Surface Heating
H1 0.15 160 T2 16 0.50
H2 0.15 300 T2 16 0.50
H3 0.40 160 T2 16 0.50
H4 0.40 300 T2 16 0.50
Surface Cooling
(@ 0.15 —160 T3 20 0.80
2 0.15 —300 T3 20 0.80
c3 0.40 —160 T3 20 0.80
C4 0.40 —300 T3 20 0.80
High Resolution
W1h 1.40 0 T1 12 0.50
H2h 0.15 300 T2 5 0.25
C1h 0.15 —160 T3 8 0.50

®Each of the surface wind stress and heat forcing except for t in W1, W2, and W1h is set to start from zero initially and reach the pre-
scribed value in about 1 h. The wind stress forcing for W1, W2, and W1h varies in time (see Figure 2a), and its maximum value is shown
here. The temperature profiles indicated by T1, T2, and T3 are shown in Figures 2b and 2c.

1995]. The wind stress forcing t is prescribed as t = (z,, 7,) = Aosin?(nit/ty) (coswt, —sinwt) where @ repre-
sents a constant angular rotation rate which is assumed to be the local inertial frequency at 45°N (@ = fys),
Ao =14 N m~?is the maximum wind stress, and t, = 24 h is the storm duration (Figure 2a). Furthermore, a
constant surface cooling of —320 W m~2 is assumed for the experiment W2 (the “constant” forcing means
that the flux is set to start from zero initially and reach the prescribed value in about 1 h). The initial back-
ground temperature field mimics the typical stratification in the northeastern Pacific during fall (Figure 2b,
T1) and the salinity is set to 32.8 psu. The model domain is 200 m square in horizontal and 108 m in vertical,
the grid resolution is 0.8 m, and the numerical simulations are carried out for 24 h.

For surface heating and cooling scenarios (H1-H4 and C1-C4), we take into account the characteristic con-

[Nm?|

()

1.0
0.5
0.0

0.5 Tl e

1.0

[m]

12 ‘ 18 ‘ [h]

(b)
230 -

-60 |

Tl

-9( |

[m]

(c)

T2

T3

7.6 9.2 108

12.0 185 19.0 195 20.0 [°C]

Figure 2. Surface and initial conditions used for the idealized numerical experiments (see
also Table 1). (a) Time series of wind stress forcing used for W1, W2, and W1h. (b and c) Ver-
tical profiles of initial temperature for T1, T2, and T3.

ditions in the northeastern
Pacific during early spring and
during late summer to fall,
respectively [cf. Martin, 1985].
For the experiments H1-H4,
the initial temperature is set to
19°C throughout the water
column (Figure 2¢, T2),
whereas for the experiments
C1-C4, it is assumed to be
composed of a 10 m thick
mixed layer on top of a uni-
form thermal stratification with
0.015°C m™ " (Figure 2c, T3).
We carry out numerical simula-
tions for the domain of 200 m
(320 m) square in the horizon-
tal and 60 or 80 m (80 m) in
the vertical with the grid reso-
lution of 0.5 m (0.8 m) for 16 h
(20 h) under a constant surface
heat flux of 160 or 300 W m ™2
(—160 or —300 W m 2) and a
constant wind stress of 0.15 or
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0.4 N m~ 2 in the x direction, assuming the local inertial frequency at 30°N and constant salinity of 35 psu.
Additional LESs are carried out to see the sensitivity of the calculated results to grid resolutions (high-resolu-
tion experiments; W1h, H2h, C1h, see Table 1).

2.2, One-Dimensional Turbulence Closure Models

We utilize a simplified Level 2.5 version of MY [Mellor and Yamada, 1982; Mellor, 2001, 2003] and the Level
2.5 version of NN [Nakanishi and Niino, 2009]. Since detailed descriptions of these turbulence closure mod-
els have already been made by the above authors, only a brief description is given.

The turbulence closure models express turbulent fluxes such that

eve e OU(_ OU

UF= <w'u" > = qlSM 0z (— KM 82)7 (13)
e ov. (_ oV

VF= < w'v* > =—qlSy 5z (— K 82)’ (1b)
00 [ 00

HF= < w"0* > = C]/SH 0z ( KH az), (1C)

where < > denotes ensemble average, z is the vertical axis positive upward with the origin at the sea sur-
face, U and V are the ensemble-averaged horizontal velocities, ® is the ensemble-averaged potential tem-
perature, u*, v¥, w*, and 6* are the turbulent components of velocity and temperature, respectively, g%/2 is
the turbulent kinetic energy, / is the turbulent length scale, Sy, and Sy are the stability functions, and Ky,
(=qlSp) and Ky (=qlSy) are the eddy viscosity and diffusivity coefficients.

The stability functions S;; and Sy, in MY are given by

A2(1—6A,/By)

Sy= 2
N 1=(3A,8,+18A 1A, )Gy’ (2a)
s _ (18A1249A1A2)SyGy A1 (1-3C; —6A: /By) ob)
M 1—9A1A,Gy ’
where
IZ
C';H:_?Nz7

N is the buoyancy frequency, and (A;, A,, B;, B,, C;) = (0.92, 0.74, 16.6, 10.1, 0.08) are the closure constants.
Note that g and / are obtained by solving the prognostic equations

aP/2), [ A/ _ auN? (V] @
5t +& qlSq % =qlSy o + o qlSyN BTI’ (3)
@) o[ . 9@ _ AUN? | [ov\?| .| we?
ot "r& qlSq 0z 7E1I qlSM E + E E3C]ISHN B—], (4)

where Wis a “wall proximity” function, and (E;, E5) = (1.8, 1.0) are additional nondimensional constants. We
assume S, = 0.415, following Mellor [2003]. The three terms on the right-hand side and the second term on
the left-hand side in equation (3) are the shear production (S), the buoyancy production (B), the dissipation
(¢), and the vertical turbulence transport (T), respectively.

In another turbulence closure model NN, the closure constants are revised by taking into account the buoy-
ancy effects on the pressure covariance terms [Moeng and Wyngaard, 1986, 1989] which has been omitted
in MY; this revision greatly affects several parameterized turbulent quantities under both stable and unsta-
ble conditions. The stability functions S, and S, are then given by

¢ +3Co,
P13+ drds”

SH = O(CAz (Sa)
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$,—3Ci 95 (5b)

Sy=ocA ——
M b b3t dadhs

where
01=1-922A1A2(1-C) Gy,
ba=ds+902A* (1) (1-Cs) Gy,
P3=hps—1 2“§A1A2(1 —G)Gy,
¢4:6°‘§A1ZGM7
oc=min(q/qz,1)
with

d)5:1 *30(?/4232(1 *C3)GH7

e P {(ou (VY
Mg [\ oz 0z) |’
and q§/2 the turbulent kinetic energy given by the Level 2 model. Following NN, we assume (A;, A, By, Ba,
C1, G5, G5, C5) = (118, 0.665, 24.0, 15.0, 0.137, 0.75, 0.352, 0.2) and S, = 35

Another important difference between MY and NN is in the formulation of the turbulent length scale;
instead of using a prognostic equation, NN prescribes the turbulent length scale diagnostically taking into
account the effect of stable stratification such that

Y RN 6)
where
—xz/3.7, (>,
ls={ —Kkz(142.70) ", 0<i<, @)
—kz(1-1000)%2, ¢ <0,

0
J (—qz)dz
lr=0.232- , 8)

qdz

q/N, N? >0 and { >0,
ls=4 [1+5(q./lfN)"/*Jg/N, N2 >0 and { <0, ©)
0, N? <0,
Kk = 0.41 is the von Kédrman constant, { = —Zz/l;, is the dimensionless height with /), the Monin-Obukhov
length, g. = {—g(Q/cp,oo)ole}”3 with g the acceleration due to gravity, p, the reference density, ¢, the heat
capacity and o the thermal expansion coefficient. Note that /5 is related to the buoyancy length scale, which
characterizes the distance by which a water parcel with the turbulent kinetic energy of g°/2 can move verti-
cally against the buoyancy force. Following Furuichi et al. [2012], we define the slightly modified version of
NN where the original /g is reduced by about one half, namely,
/ 0.53g/N, N2 >0,
=
o0, N2 <0,

(10)

as suggested by Galperin et al. [1988, 1989] who took into account the relationship between the tempera-
ture variance and the Ozmidov length scale [Dillon, 1982].

Each of the turbulence closure models, namely, MY, NN, and the modified NN is incorporated into a simple
one-dimensional numerical model with a uniform 2 m resolution. The one-dimensional numerical model is
driven with the same surface forcing and initial conditions employed in LES (Table 1 and Figures 1 and 2).
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Discussions

3.1. Comparison of LES With
Microstructure
Measurements

As an overview of the upper
ocean response calculated by
LES, we present a time-depth
section of ¢ and y at a fixed
horizontal location together
with the horizontally averaged

-20
temperature structure (Figure
T -60 3). The energy dissipation rates
= obtained from LES are given by
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Figure 3. Results from LES using the observed oceanographic and meteorological data .
(shown only for the period after 0 AM. on 15 December). (a) Time series of surface fluxes. where the subscript LES

(b) Time-depth sections of the dissipation rates of turbulent kinetic energy (¢,¢5) at a fixed denotes the results from LES,
horizontal location together with the contours of horizontally averaged temperature (con- the subscripts i andj denote
tour interval: 0.5°C). (c) As in Figure 3b but for the dissipation rates of temperature variance

(7.e5)- The gray horizontal bar indicates the period of microstructure measurements. the x, Vi and z directions, y;

(=u, v, w) and 0 are the water

velocities and temperature,
respectively, primed variables denote the resolved perturbations from the horizontal average, X,,, is the
eddy viscosity calculated in LES, and Pr is the turbulent Prandtl number. The calculated results show a
remarkable diurnal variation of ¢ in the mixed layer: the region with &,.s more than 10~/ m? s~ 3 occupies
the whole mixed layer from nighttime to early morning, but almost completely disappears during daytime.
Furthermore, &5 below the mixed layer decreases by two orders of magnitude during nighttime. In con-
trast to the vertical profile of &g, 715 is relatively small within the mixed layer and large in the thermocline,
reflecting the fact that y depends not only on the intensity of turbulence but also on the strength of ther-
mal stratification [Skyllingstad et al., 1999; Thorpe, 2005].

Next, we examine the validity of the results of LES via the comparison with the microstructure measure-
ments. Taking into account the spatial and temporal intermittency of turbulence, we compare the observed
dissipation rates with the scattered model outputs obtained every 6 min for each period at a fixed horizon-
tal location in LES (Figures 4a and 4b). We find a remarkable difference of the LES performance between
the periods C and D (7-10 P.M. on 15 December and 5-8 A.M. on 16 December), the primary times turbu-
lent dissipation rates (¢ogs and yogs) were measured (see Figure 1; hereafter, the subscript OBS denotes the
observed variables). The values of ¢ogs and yops during the period D (red and green dots) are mostly within
the range of the modeled values (gray dots) inside the mixed layer and underestimated by one or two
orders of magnitude underneath. During the period C, the modeled values of ¢ and y except for the upper
20 m are much smaller than observed, say, by one to three orders of magnitude. The LES performance is
similar between the periods A, B, and E (7-9 A.M. and 2-3 P.M. on 15 December and 10-11 A.M. on 16
December), although fewer observed profiles were available. The modeled values of ¢ and y appear to
agree well with the observed values during the periods A and E, although those drop sharply below —10 m
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Figure 4. (a) Comparison of the dissipation rates of turbulent kinetic energy (¢) obtained from LES (¢,¢s; gray dots and black lines) and from observation (gogs; red dots). The squared
buoyancy frequencies obtained from LES (blue lines) and from observation (pink lines) are also shown. Note that the gray dots indicate the values obtained every 6 min for each period
at a fixed horizontal location, whereas the black and blue lines indicate (the pink line indicates) the horizontal and temporal averages (the temporal average) for each period. (b) As in
Figure 4a but for the dissipation rates for temperature variance (y). Note that the observed values (yogs) are shown by green dots. (c) Vertical profiles of the Ozmidov length scale (/o,
gray lines and the lower axis) and g3s/z.es (black lines and the upper axis) obtained from LES. The vertical dashed line indicates 2A = 2.5 m (lower axis).

compared to the observed values during the period B. Furthermore, we can find a discrepancy between the
modeled and observed mixed layer depths during the period A (see the vertical profiles of squared buoy-
ancy frequencies in Figure 4).

To identify the cause of the discrepancies between LES and the observations, we obtain the vertical profiles
of the Ozmidov length scale o = (sLEs/N{’Es)”2 using the horizontally averaged ¢;rs and N s to indicate areas
where stratification suppresses turbulent motions (Figure 4c; hereafter, ¢ £s denotes the horizontally aver-
aged values). We also obtain the vertical profiles of g3../¢,zs which corresponds to B;/ used in the turbulence
closure models (equation (3)), where

Fres=uu +VV+ww =uu;, (13)

with the overbar denoting a horizontal average.
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Figure 5. (a) Comparison of the vertical profiles of turbulent heat fluxes obtained from LES
(HF ks, the solid and dashed lines indicate the total and resolved fluxes, respectively) and
those inferred from observation following Osborn [1980] (HFogs;, black open circles) and
Osborn and Cox [1972] (HF s, gray closed circles). The results from LES are horizontally and
temporally averaged, whereas those from observation are shown only for the areas where
N2gs>1.6 X 107> s~ 2 (consequently, no observed values are shown for the depth ranges of
—30to —70 m in the left plot and 0 to —70 m in the right plot). (b) Comparison of the hori-
zontally and temporally averaged vertical profiles of buoyancy production rate (B,gs, solid
line) and dissipation rate of turbulent kinetic energy (—¢,es, dashed line) obtained from LES.
The triangle on the vertical axis indicates the depth where /o = 2A.

Except for the period A, the
areas where lo < 2A (A is the
grid size of LES) roughly corre-
spond to the areas where ¢;¢s
sharply drops down below the
observed values (Figure 4a) as
well as the areas where
Gies/éLes unrealistically
increases. These results sug-
gest that the turbulent motions
can be adequately modeled
only where [5 > 2A. It should
be also noted that the turbu-
lent motions can be sometimes
underresolved near the sea
surface, for example, as indi-
cated by the small values of I
and g3zs/e;es during the surface
heating (see Figure 3 and the
period B plot in Figure 4c). This
suggests that care needs to be
taken when applying LES to
the cases with calm winds and
strong surface heating. These
drawbacks of LES under the
stably stratified conditions,
however, do not necessarily
mean that the LES model is
inapplicable to the oceanic
mixed layer processes. Skylling-
stad et al. [1999, 2000] indi-
cated that, even though
dissipation rates in the thermo-
cline predicted by LES are
much smaller than observed,
estimates of turbulent heat flux

near the base of the mixed layer are still quite accurate because heat flux occurs at larger-than-dissipation
scales so that is less sensitive to grid resolutions. Wang et al. [1998] also found that the vertical eddy diffu-
sivity coefficients obtained from LES are similar to the observationally derived values, even though their

simulations are underresolved in the stratified regions.

Vertical profiles of turbulent heat flux obtained from LES (HF,ts) and those obtained from observation

(HFogs1, HF ogs2) for the periods C and D are compared in Figure 5a, where

HFLES= w 9, ‘|‘I‘I:"-5(;57

(14)

with the subscript SGS denoting the contribution from the subgrid-scale parameterization and HFos; and
HF s, are determined in terms of the observed turbulent dissipation rate following Osborn [1980] and

Osborn and Cox [1972], respectively, such that

HFops1=—T'¢ogs —5— (15)
N2ge Oz
-1
Yoss { 0oss
HFossy=— & (—= | 16
0852 5 ( %2 ) (16)
where I = 0.2 is the mixing efficiency; note that these methods are applied only to the stably stratified
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Figure 6. Sample results obtained from the idealized LES experiments. (a—c) Vertical cross sections of the (left) temperature and (right) the resolved turbulent heat flux together with the
contours of temperature for the experiments W1, H2, and C1. (d-f) The vertical profiles of (left) HF,zs and (right) g3¢s/e.5 obtained using different grid resolutions for each numerical
experiment. The solid (dashed) line on the plot for g/¢.s indicates the area where I > 2A (lo < 2A).
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Figure 7. Time-depth sections of temperature (contour) and turbulent heat flux (shade) obtained from LES, MY, NN, and the modified NN. The contour intervals for (a) W1, (b) H2, and (c)
C1 are 0.4°C, 0.05°C, and 0.05°C, respectively. The results from LES are horizontally averaged.

areas where Noss >16X10 s 2 [Smyth et al., 1996; Thorpe, 2005]. Since it is uncertain whether the local
equilibrium states can be assumed for turbulent kinetic energy and temperature variance around the base
of the mixed layer, we use the two observational methods together to reduce the ambiguity in inferring the
intensity of turbulent heat flux.
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Figure 8. The vertical profile of each term in the turbulent kinetic energy budget obtained from LES, MY, NN, and the modified NN for the
experiments (a) W1, (b) H2, and (c) C1. The red, blue, green, and orange lines indicate the shear production (S), the buoyancy production
(B), the dissipation (¢), and the vertical turbulence transport (7), respectively. The results obtained from LES are also shown by black lines
on the rightmost three plots. Note that the triangle on the leftmost vertical axis indicates the depth where I, = 2A.

In contrast to ¢ and y, the modeled turbulent heat fluxes agree very well with the observations [Skyllingstad
et al., 1999]. Buoyancy production rates (B), similarly estimated from LES as

BLEs:—gW+BSGs7 (17)
Po

where p' is the density perturbation, are much larger than the significantly underestimated ¢, g5 near the
base of the mixed layer (Figure 5b).

The comparison of ¢ or y from LES and from microstructure measurements thus shows good agreement
where I > 2A, suggesting that several turbulent quantities are adequately evaluated by the LES model. Fur-
thermore, even though turbulent motions are limited by stable stratification, the estimates of vertical turbu-
lent heat flux are very similar to the observed values near the base of the mixed layer, suggesting that the
LES model performs well in reproducing the intensity of entrainment and hence the development of the
oceanic mixed layer.

3.2. Comparison of LES With Turbulence Closure Models

Sample results from the idealized LES are shown in Figures 6a—6¢ and top left plots in Figures 7a-7c, which
are the snapshots and the time-depth sections of temperature and turbulent heat flux for the experiments
W1, H2, and C1, respectively. The leftmost plots in Figures 8a-8c show the corresponding vertical profiles of
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Figure 9. (a) Comparison of the vertical profiles of temperature finally obtained from LES (dark gray), MY (red), NN (blue), and the modified
NN (green). The light gray indicates the initial temperature profile. (b) The increase or decrease of sea surface temperature (SST) (averaged
within the upper 4 m) finally obtained from LES, MY, NN, and the modified NN, where the performance of each turbulence closure model
is evaluated in terms of the comparison with the increase or decrease of SST finally obtained from LES (shown as the ratio; r, %). The results
from LES are horizontally averaged.

the terms in turbulent kinetic energy budget, namely, the shear production (S;¢s), the buoyancy production
(Bks), the dissipation (—¢;¢s), and the vertical turbulence transport (T;zs). Note that S; s and T¢s are calcu-
lated using

au ov
SLESI—(UFLES(,T +VFLE58 ) (18)
10 /— 0 (11—
Tem 1O o\ _ O (1 ]
LES poaz(pw> 82<ZWU'U')7 (19)

where UF,gs and VF s are the turbulent fluxes of zonal and meridional velocities including both of the
resolved and subgrid-scale components and p’ is the perturbation pressure.

Under strong wind forcing (W1) and surface heating (H2), the shear production is the major source of turbu-
lent kinetic energy (Figures 8a and 8b), indicating that the turbulence is caused by the enhancement of
wind-induced vertical shear. Consequently, negative turbulent heat flux gradually increases, leading to the
enhancement of downwelling (upwelling) of warm (cold) water. For the experiment W1, the wind-driven
mixing process causes the deepening of the bottom of the thermocline as well as the decrease of sea
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Figure 10. Vertical profiles of (a) g7 and (b) B,/ obtained from LES (dark gray), MY (red), NN (blue), and the modified NN (green). The solid
(dashed) line indicates the area where Ip > 2A (Ip < 2A) in LES.

surface temperature (Figure 6a, top left plot in Figure 7a). For the experiment H2, a balance between the
effect of wind-driven mixing and the stabilizing effect of surface heating determines the thermal structure
(Figure 6b and top left plot in Figure 7b). Under surface cooling (C1), the turbulent kinetic energy is
increased by the shear production, the buoyancy production, and the vertical turbulence transport (Figure
8c). We can also find that the horizontally averaged turbulent heat flux is positive (negative) in the upper
(lower) half of the mixed layer (top left plot in Figure 7c) and downwelling of cold surface water occurs in
the region of large positive turbulent heat flux (Figure 6¢). All these results are consistent with previous
numerical studies of oceanic mixed layer processes [Large and Crawford, 1995; Skyllingstad et al., 2000; Noh
et al,, 2009; Denbo and Skyllingstad, 1996]. We can also find that the results of LES are fairly independent of
grid resolutions (Figures 6d-6f).

Next, we compare the results from LES and from the turbulence closure models focusing on the time-depth
sections of temperature and turbulent heat flux (Figure 7) as well as the finally obtained vertical profiles of
temperature and their average within the upper 4 m (Figure 9). In the experiments W1, W2, C3, and C4, the
MY (NN) closure model underestimates (overestimates) the entrainment near the base of the mixed layer
and hence the development of the temperature field, whereas such discrepancy is significantly reduced in
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Figure 11. Vertical profiles of (a) Sy/B; and (b) Sn/B; obtained by incorporating the quantities from LES into equation (1) ([Sy/B;].es and
[SH/Bil.es, gray line), equation (2) ([Sy/B;lmy and [Su/Bilmy, dashed black line), and equation (5) ([Sy/B;Iny and [Sk/B;lnn, solid black line).

Results are shown only for the areas where /5 > 2A.

the modified NN. In the experiments H1-H4, each turbulence closure model performs fairly well in repro-
ducing the development of temperature field (Figure 9a) with a discrepancy, at most, 0.02°C found near the
sea surface (Figure 9b). In the experiments C1 and C2, the MY closure model underestimates the entrain-
ment and the development of the mixed layer, whereas both of the NN and the modified NN closure mod-
els perform much better. The modified NN thus performs fairly well for most of the experiments. It is also
shown in Figure 8 that the vertical profiles of the terms in the turbulent kinetic energy budget in the modi-
fied NN agree well with those in LES for each of W1, H2, and C1, in particular, in terms of the buoyancy pro-
duction (B) and the penetration depth of turbulence. Although noisy disturbances are seen in the vertical
turbulence transport (T) and/or the shear production (S) for NN and the modified NN (particularly Figure
8a), their amplitudes are negligible so that the evolutions of the turbulent kinetic energy, for example, are
not affected by them (Figure 10a).

To illuminate the cause of the differences between LES and turbulence closure models in more detail, we
examine the vertical profiles of g? and B,/ (Figure 10) both strongly linked with turbulent fluxes and the
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Figure 12. Comparison of the results from LES and turbulence closure models obtained the convective atmospheric

using the initial and surface conditions shown in Figure 1. Results are shown only for the boundary layers [e.q., Nakanishi
period after 0 A.M. on 15 December. (a) Time series of surface temperature averaged within N ry lay G .

the upper 4 m. (b—e) Time-depth sections of temperature (contour) and turbulent heat flux and Niino, 2009], are consistent
(shade). The contour intervals for solid and dashed lines are 0.5°C and 0.02°C, respectively. with the underestimated

The results from LES are horizontally averaged. entrainment. The NN closure
model overestimates the
entrainment due to the larger values of B;/ and g° under strong wind forcing (W1, W2, C3, and C4; see also

Figure 7a).

Furthermore, the vertical profiles of S,/B; and S;/B; obtained by incorporating the quantities from LES into
equation (1), namely,

UFLESBU/82+ VFL556\7/82

-, - ’ 20
[Sm/B1] gs ques[Br ,]LES[(30/32)2+(8\7/82)2] (20)
HF s
al o HRss 21
[ H/ 1]LES qLES[B‘I I}LEsae/az’ ( )

are compared with those obtained by incorporating the quantities from LES into equations (2) ([Sy/Bilmy
and [Su/B;ilyy) and (5) ([Sp/B1lnn @and [Sy/B1lnn) (Figure 11). We can see that the vertical profiles of S,/B; and
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SH/B; become closer to those from LES by using equation (5) rather than by using equation (2). This indi-
cates that performance of the stability functions is improved by taking into account the buoyancy effects
on the pressure covariance terms.

The fact that MY underestimates the entrainment in spite of the large values of B;/ and g, in particular, for
the experiments W1 and W2 (Figure 10) can be explained in terms of the stability functions. Since S,,/B; and
Su/B; are set to decrease with increasing -G, (= PN%/q?) (see equations (2) and (5)) [cf. Mellor, 2001, Figure
6], significant overestimates of B;/in MY in the lower half of the mixed layer for the experiments W1 and
W2 (Figure 9b) cause much smaller values of Sy/B; and S4/B; than those shown in Figure 11 (i.e., [Sp/Bilmy
and [Sy/B;1umy). In this case, the estimates of turbulent fluxes (see equation (1)) are more affected by the
decrease in S,/B; and S.,/B; rather than by the increase in B,/ (and ¢, leading to the underestimated
entrainment in MY. It is interesting to note that negative values of [S4/B;],es occur under surface cooling (in
particular, C1 and C2) (Figure 11b) indicating the existence of countergradient diffusion that can be
expressed by using the Level 3 turbulence closure models [Nakanishi, 2001; Nakanishi and Niino, 2009].

Finally, we assess the performance of the turbulence closure models using the realistic initial and surface
conditions shown in Figure 1. The time variation of temperature field as well as turbulent heat flux obtained
from LES and that from turbulence closure models are compared in Figure 12. We can find that, although
MY considerably underestimates the entrainment for nighttime to early morning causing a warm tempera-
ture bias near the sea surface, such discrepancies are much reduced in both NN and the modified NN.
These are essentially the same features found in the idealized experiments under surface cooling

(C1 and C2).

4. Conclusion

In this study, we have carried out a large eddy simulation (LES) using oceanographic and meteorological
data from the field survey in the winter northwestern Pacific to compare the results from LES with the con-
current microstructure measurements. We have confirmed that dissipation rates of turbulent kinetic energy
(¢) and temperature variance from LES agree well with those from the field observations in the areas where
the Ozmidov length scale, calculated from the modeled ¢ and buoyancy frequency, exceeds the grid size of
LES. Furthermore, even though the turbulence is limited under stably stratified conditions, we have found
that the estimates of vertical heat flux near the base of the mixed layer, which is strongly linked with the
entrainment processes, are similar to the observed values. Thus, we believe that the results of LES in this
study can provide useful information that can be used to assess oceanic mixed layer parameterizations.

Next, we have assessed each of the turbulence closure models of Mellor and Yamada [1982, MY] and Naka-
nishi and Niino [2009, NN] by performing LES for several forcing scenarios including strong winds, surface
heating, and surface cooling. It has been shown that the development of turbulence can be underestimated
in MY and overestimated in NN and that these discrepancies can be significantly diminished by slightly
modifying NN such that the buoyancy length scale /g is reduced by about one half (Iz = 0.53g/N). Additional
experiments have shown that the performance of the modified NN with Iz = 0.53g/N is much better than
that with Iz ~ 0.3g/N [cf. Galperin et al., 1988, 1989]. This study has thus confirmed that the formulation of
turbulent length scale accurately taking into account the density stratification is essential in simulating the
upper ocean responses to various surface forcing.

As a next step, the results of LES should be compared with those of NN and other oceanic mixed layer mod-
els [e.g., Price et al., 1986; Large et al., 1994; Kantha and Clayson, 1994; Umlauf and Burchard, 2005] taking
into account the effects of still poorly understood microscale processes such as Langmuir turbulence and
breaking of surface and internal waves [Craig and Banner, 1994; Large et al., 1994; Noh and Kim, 1999; Mellor
and Blumberg, 2004; Kantha and Clayson, 2004; Huang et al., 2011; Balcher et al., 2012; Harcourt, 2013]. LES
can be performed not only for the processes in the upper ocean but also for those near the ocean floor
[e.g. Li et al., 2010]. In particular, the application of LES to assess mixing parameterization in the bottom
mixed layer in the coastal ocean is indispensable for successful understanding of ocean environmental
issues. Needless to say, the validity of each of the improved oceanic mixed layer models should be finally
checked in terms of the performance of global ocean circulation models and/or regional ocean circulation
models [Ezer, 2000; Kara et al., 2008; Watanabe and Hibiya, 2013].
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Appendix A : Microstructure Measurements

We carried out the microstructure measurements in the upper ocean near the Izu-Ogasawara Ridge in the
northwestern Pacific (142.5°E, 27.3°N; see Figure 1). The deep waters in this area have been under intensive
microstructure measurements for a long time by the second author’s research group [Nagasawa et al., 2002,
2005, 2007; Hibiya and Nagasawa, 2004; Hibiya et al., 2007, 2012]. We deployed the loosely tethered vertical
microstructure profiler VMP-5500 (manufactured by Rockland Scientific Inc.) equipped with a Seabird
conductivity-temperature-depth (CTD) sensor, which measured microscale velocity shear and temperature
gradient in the upper 200 m at a rate of 512 Hz together with the background temperature and salinity
structures while descending at a speed of ~0.7 ms ™.

The obtained microscale velocity shear data were high-pass filtered to eliminate shear components with fre-
quency less than 0.7 Hz and then divided into consecutive segments of 2560 data points, each correspond-
ing to a bin height of about 4 m. For each segment, the frequency power spectrum was calculated and
multiplied by the average descending velocity to obtain the corresponding vertical wave number power
spectrum i (m). The dissipation rate of turbulent kinetic energy at each depth is calculated by integrating
(m) from 1 cpm to the highest wave number mq free from the instrument’s vibration noise such that

15 ™
EOBS = ?VJ n//(m)dm, (AT)
1cpm

where v is the kinematic viscosity. In a similar way, the dissipation rate of temperature variance is calculated
by integrating the vertical wave number power spectrum of temperature gradient v/ (m) such that

Mo

Y. (m)dm, (A2)
1cpm

XOBS:6DJ

where D is the molecular diffusivity. The microstructure data whose spectral shapes remarkably differ from
those predicted by Nasmyth [1970] or Batchelor [1959] were excluded from the analysis. For more details
about the processing of microstructure data, readers are referred to Nagasawa et al. [2007] and Dillon and
Caldwell [1980].
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Erratum

In the originally published version of this article, the values appearing in the “Q” column of Table 1 were justified to the left within that
column. These values have since been aligned to the center of that column, and this version may be considered the authoritative version
of record.
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Abstract Tidal mixing in the Indonesian Archipelago contributes to regulation of the tropical atmos-
pheric circulation and water-mass transformation in the Indonesian Throughflow. The present study quanti-
fies the vertical diffusivity in the Indonesian Archipelago by driving a high-resolution three-dimensional
numerical model and investigates the processes of internal tide generation, propagation, and dissipation.
The numerical experiment shows that M, internal tides are effectively generated over prominent subsurface
ridges. The conversion rate from M, barotropic to baroclinic energy over the whole analyzed model domain
is estimated to be 85.5 GW. The generated internal tides dissipate 50-100% of their energy in close proxim-
ity to the generation sites (“near-field”), and the remaining baroclinic energy propagates away causing rela-
tively large energy dissipation far from the generation sites (“far-field”). The local dissipation efficiency g,
therefore, has an extremely nonuniform spatial distribution, although it has been assumed to be constant in
the existing tidal mixing parameterization for the Indonesian Archipelago. Compared with the model-
predicted values, the existing parameterization yields the same order of vertical diffusivity averaged within
the Indonesian Archipelago, but significantly overestimated (or underestimated) vertical diffusivity in the
near-field (or the far-field). This discrepancy is attributable to the fact that the effects of internal wave propa-
gation are completely omitted in the existing parameterization, suggesting the potential danger of using
such parameterized vertical mixing in predicting the distribution of SST as well as water-mass transforma-
tion in the Indonesian Seas.

1. Introduction

The Indonesian Archipelago is characterized as a region which has the warmest sea surface temperatures
(SST) of the world and is a key region of the climate system. This is because the atmospheric deep convec-
tion affecting the global climate occurs directly above this region [Neale and Slingo, 2003; Clement et al.,
2005].

Previous studies showed that the SST patterns in the Indonesian Seas are highly influenced by tidal mixing
as well as monsoonal winds, surface heat fluxes, and the Indonesian Throughflow (ITF) [e.g., Koch-Larrouy
et al., 2010]. Kida and Wijffels [2012] showed numerically that vertical mixing enhanced above seamounts in
the Indonesian Seas cools the basin-averaged SST by more than 0.3 "C through Ekman transport and coastal
upwelling. The other role of tidal mixing is to change the character of the ITF [Schiller, 2004; Koch-Larrouy
et al., 2008]. Jochum and Potemra [2008] carried out numerical experiments to show that the vertical mixing
in the Indonesian Seas cools and freshens the ITF waters, thereby reducing model biases in water-mass
properties of the ITF. These modified ITF waters cool the Indian Ocean and influence the Agulhas, Leeuwin
and Eastern Australian Currents [Gordon, 2005; Tomczak and Godfrey, 2003]. The intensity and distribution of
tidal mixing in the Indonesian Seas are, therefore, crucial for the predictions of the large scale oceanic circu-
lation and the global atmospheric circulation.

Using an advection-diffusion model, Ffield and Gordon [1992] showed that, in order to reproduce the
observed water-mass transformations within the Indonesian Seas, an area-averaged vertical diffusivity of Ky
~ 107*m?s™ " is necessary. On the other hand, the first and only microstructure measurements in the Indo-
nesian Archipelago were carried out by Alford et al. [1999] in the center of the Banda Sea, indicating only
weak vertical mixing (Ky ~ 107> m?s™") in the upper 300 m. It might therefore be expected that the vertical
diffusivity in the Indonesian Seas is highly spatially variable. Most recently, to describe the geographical dis-
tribution of vertical diffusivities in the Indonesian Archipelago, Koch-Larrouy et al. [2007, hereinafter KL07]
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implemented the tidal mixing parameterization proposed by St. Laurent et al. [2002]. They showed that the
parameterized tidal mixing allows the OGCM to better represent the properties of the water-mass evolution
in the Indonesian Seas. In their parameterization, however, the local dissipation efficiency g, the fraction of
internal wave energy that dissipates near the wave generation regions, was assumed to be unity; in other
words, the effects of internal tide propagation were completely ignored. The accurate distribution of vertical
diffusivities in the Indonesian Seas, therefore, remains uncertain.

In the present study, to make a quantification of vertical diffusivity in the Indonesian Archipelago, we repro-
duce internal tides using a high resolution (1/100°) three-dimensional primitive equation model with realis-
tic tidal forcing and bathymetric features. The energetics of the calculated results are examined in terms of
the generation, propagation, and dissipation of internal tides. Special attention is directed to the spatial dis-
tribution of the local dissipation efficiency g.

2. Numerical Model

Numerical experiments are carried out using the MITgcm [Marshall et al., 19971 which solves the three-
dimensional, free surface Boussinesq equations with a finite volume method in space and a second-order
Adams-Bashforth scheme in time. The model can incorporate arbitrary bottom topography through the use
of finite volume formulation, and thus is suitable for simulating tide-topography interactions [Legg and
Adcroft, 2003]. In the present numerical experiment, we employ the hydrostatic approximation which is
valid so long as the horizontal scales of motion are much larger than the vertical scales. The governing
equations are given by

Du . 1 B d%u
T fkXu=— p—CVHP+gﬁ0VHg+AHVf,u+AV$, )
10P gp'
—_ 19" 9 , )
POz p
vyur oo 3)
0z
Dy’ | dp, 2 Pp' dPpg
= w0 = + + i
Dt w dz KaVip' K 0z2 dz2 )’ @

where D/Dt=0/0t+u(9/0x)+v(0/dy)+w(9/0z) is the material derivative with t the time, (x, y, z) Cartesian
coordinates, u=(u, v) the velocity components in the (x, y) directions, and w the velocity component in the
z direction; Vy=(0/0x,0/dy) is the horizontal gradient operator; P is the pressure perturbation including
the free surface contribution; f is the Coriolis frequency; g is the acceleration due to gravity; ¢ is the equilib-
rium tidal potential; the factor f, multiplying ¢ is the effective earth elasticity assumed to be 0.69 following
Kantha [1995]; p' is the density perturbation from the background density profile py(2); p. is the reference
water density; Ay and Ay are the background horizontal and vertical eddy viscosity coefficients, respectively;
Ky and Ky are the background horizontal and vertical eddy diffusivity coefficients, respectively; and k is the
unit vector directed vertically upward. The horizontal grid spacing is (1/100)0 in both the longitudinal and
latitudinal directions, and the grid has 2800 X 3200 points. The model has 100 vertical levels with a spacing
ranging from 5 m at the ocean surface to 1200 m at the maximum depth of 10,028 m. The model domain is
limited to the Indonesian Archipelago (Figure 1) to resolve complicated land configurations. A weighted
mean and spline interpolation are then applied to the bathymetric dataset (the General Bathymetric Chart
of the Oceans) and the coastline dataset (the Global Self-Consistent, Hierarchical, High-Resolution Shoreline
database) [Wessel and Smith, 1996] in order to obtain the model topography. In the present numerical
model, constant horizontal and vertical eddy viscosity coefficients Ay=10m?s~" and Ay=10"*m?s~', and
diffusivity coefficients Ky=10m?s~' and Ky=10">m?s~', are assumed. The model sensitivity to different
parameters is summarized in Appendix A. The bottom stress is parameterized using a quadratic law with a
bottom drag coefficient Cd=2.5X1073. At the solid boundary, a no-slip boundary condition is employed. A
centered second-order advection scheme is used for momentum and tracers.

The model is forced along the open boundaries by prescribing the M, barotropic tidal current velocity,
which is the most dominant tidal constituent in the Indonesian Seas [Niwa and Hibiya, 2014], as obtained
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Figure 1. Bathymetry in the analyzed model domain. Small squares and crosses show the tide gauge stations and TOPEX/POSEIDON cross-
overs, respectively.

from the TPXO 7.2 global inverse tide model [Egbert and Erofeeva, 2002], and a forced gravity wave radiation
condition is applied [Niwa and Hibiya, 2001, 2004; Carter et al., 2008]. Following Carter and Merrifield [2007],
the baroclinic velocity fluctuations and isopycnal displacements are relaxed to zero over a 1° wide edge to
avoid artificial wave reflection at each open boundary.

The background basic temperature and salinity are both assumed to be horizontally homogeneous and ver-
tically stratified. The depth profile was obtained by horizontally averaging the annual mean data of the
World Ocean Atlas 2009 for 112°E—140E and 16 S—16 N. The model is driven for 21 tidal periods (21 Ty)
from an initial state of rest. A quasi steady oscillation is achieved after about 20 M, tidal periods. The data
averaged over the final one tidal period are used to examine the energetics of M, tidal constituent.

3. Results

3.1. M, Surface Tide Field

The amplitude and phase of the calculated surface elevation in the region of concern are shown in Figure 2.
The calculated patterns are almost identical to those obtained previously [Egbert and Erofeeva, 2002] (fig-
ures not shown). In addition, sea surface signatures associated with internal tides can be detected, which
will be discussed in more detail in section 3.2.

Scatterplots comparing the modeled tidal amplitude and phase with the pelagic gage data (University of
Hawaii Sea Level Center) and TOPEX/POSEIDON crossover data [from Robertson and Ffield, 2008] for M, tidal
constituent are shown in Figure 3. There are high correlations both in amplitude and phase between the
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Figure 2. The (a) amplitude and (b) phase of the calculated surface elevation for M, tidal constituent.

calculated and observed values, with correlation coefficients (=r) larger than 0.96. The corresponding root-
mean-square (rms) errors in amplitude and phase are ~10cm and ~18’, respectively, which are comparable
to the values of recent model study for the Indonesian Archipelago [Kartadikaria et al., 2011]. The calculated
M, barotropic tide reproduces the major features of the true variation fairly well around the Indonesian
Seas.

Using the depth-averaged velocity (up, Vi), We can obtain the M, tidal current ellipse at each location as
shown in Figure 4. Although the typical M, barotropic tidal currents in the western Pacific and the eastern
Indian Ocean are less than, in general, 0.01 ms™', they increase to more than 0.1 m s~ in narrow straits or
on continental shelves. Strong tidal currents approaching ~0.5ms™" can be found in the Lombok Strait
and the Sulu Island chain. In the Lifamatola, Manipa, and Ombai Straits, moderate tidal currents
(~0.3ms™ ") are present despite water depths exceeding 1000 m. In these straits, energetic internal tides
are expected to be generated.
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Figure 3. Scatterplots comparing the modeled tidal amplitude and phase with the pelagic gage data (circles) and TOPEX/POSEIDON crossover data (crosses) [from Robertson and Ffield,

2008, Table 1] for M, tidal constituent.
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Figure 4. M, tidal current ellipse at each location obtained using the calculated depth-averaged horizontal velocity. The gray-shaded area
represents the region shallower than 1000 m.

To check the validity of the model, we compare the M, tidal current ellipses with the mooring data pro-
vided by the International Nusantara Stratification (INSTANT) program (Figure 5). In spite of several limita-
tions of the present numerical model, the predicted tidal ellipses generally agree well with the observed

ones. Indeed, the rms error in the major axis is no more than ~3 cm s .

Depth
50 m W -+ — z —
INSTANT
150 m W J e /
350 m 47 f = ﬁ
30 cm s

750m | ﬂ - pd O

10cms?
Makassar Lombok Timor Ombai
(118.46°E, 2.87°S) (115.90°E, 8.40°S) (122.96°E, 11.37°S) (125.00°E, 8.53°S)

Figure 5. Comparison of the model-predicted (blue lines) and observed (INSTANT) (red lines) M, tidal current ellipses.
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(@) Time = 2T, ,

3.2. M, Internal Tide Field

The snapshots of the vertical isopycnal displacement at a depth of 1000 m at the second, fourth, sixth, and
twentieth M, tidal period (Ty,) after the start of calculation are shown in Figure 6. In the Seram, Sulawesi, and
Banda Seas, strong internal tides with amplitudes larger than 30 m are found. These internal tides are gener-
ated in multiple source regions such as the Lifamatola, Manipa, Ombai, and Lombok Straits and the Sulu and
Sangihe Island chains and interfere with each other creating a complicated wave pattern. Their wavelengths
~130km and propagation speeds ~3 m s~ correspond to the values of the lowest vertical mode.

The vertical structures of M, internal tides are examined by taking representative cross-sections (Figure 6a,
lines A and B) which transect the prominent subsurface ridges in the Sangihe Island chain and the Ombai
Strait, respectively. The snapshot of vertical isopycnal displacements along each cross-section is shown in
Figure 7. In the Sulawesi Sea, ray-like structures are identified around the Sangihe Island chain (Figure 7a,
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Figure 6. Model-predicted distribution of the vertical isopycnal displacement at a depth of 1000 m after the (a) second, (b) fourth, (c) sixth, and (d) twentieth M, tidal period (Tmz) from

the start of calculation.
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500 km < x < 620 km), although they vanish after a couple of reflections at the sea surface and bottom,
resulting from dissipation by high vertical modes. In contrast, rough ocean bottom (Figure 7b,
250 km < x < 500 km) is evident in the central area of the Banda sea, so the ray-like structures can be rec-
ognized even far away from the Ombai Strait. It is interesting to note that, in the Sulawesi Sea, these ener-
getic internal tides gradually evolve into solitary-like waves as they propagate away from the generation
site (Figure 7a, x = 100 or 220 km). These solitary-like waves in the Sulawesi Sea have been detected by sat-
ellite observations [Jackson, 2007], indicating the validity of the present numerical model (Figure 8). Note
that the nonhydrostatic dispersion effects are not taken into account in this study, although they must be
included for a detailed discussion of these solitary-like waves.

For a quantitative discussion of the vertical structure of the propagating internal waves, we carry out modal
decomposition of the model-predicted baroclinic energy at each point along each cross-section (Figure 7,
S1-S5 or B1-B5) (Table 1). In the Sulawesi Sea, the relative contribution of lower modes with mode number
j < 4 (or higher modes with j > 8) generally increases (or decreases) with distance from the source region.
In the Banda Sea, on the other hand, a large part of the baroclinic energy can be accounted for by higher
modes even far from the source region (B4 and B5). This is consistent with the fact that ray-like structures
are found emanating from the complicated bathymetric features even in the central area of the Banda Sea.
It is interesting to note that these energetic internal tides generated over prominent subsurface ridges (i.e.,
the Sangihe Island chain and the Ombai strait) lose more than two-thirds of their energy after a couple of
reflections at the sea surface and bottom.

4, Discussion

4.1. Energetics of M, Tide
The generation, propagation, and dissipation of M, internal tides can be discussed more quantitatively based
on the energetics [Cummins and Oey, 1997; Niwa and Hibiya, 2004; Carter et al., 2008; Tanaka et al., 2010;

(2) Section A (Sulawesi Sea)
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o
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(b) Section B (Banda Sea) 0.00
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—20.0
/_E\ 1000 _40.0
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% 3000 —60.0
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Figure 7. Model-predicted cross-sectional snapshots of the vertical isopycnal displacement in the (a) Sulawesi and (b) Banda Seas (along the lines
A and B in Figure 6a, respectively).
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Figure 8. (a) True-color MODIS image of the Sulawesi Sea acquired on 6 March 2006 at 5:25 UTC. Five groups of internal waves are visible in west-
ern half of the sea, two propagating west toward Borneo, two wave groups propagating southeast toward Celebes (or Sulawesi), and the partial
signature of a fifth group visible immediately adjacent to the coast of Sulawesi [from Jackson, 2007, Figure 5]. (b) A snapshot of the model-
predicted vertical velocity at 1000 m depth.
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Table 1. Contribution of Each Vertical Mode to the Depth-Integrated Baroclinic Energy Density at Each Point®

Mode Number (j) S1 (%) S2 (%) S3 (%) S4 (%) S5 (%) B1 (%) B2 (%) B3 (%) B4 (%) B5 (%)
1 3.6 0.9 B9 8.7 129 4.6 74 10.9 7.9 29
2 16.7 19.8 15.5 82 13.2 16.4 25.2 13.6 10.7 24.6
B 121 1.1 12.0 276 19.1 17.6 16.2 134 13.6 104
4 74 18.7 20.1 232 304 204 13.2 27.3 6.8 6.9
5 6.4 14.5 129 134 1.9 9.1 10.6 8.7 10.2 6.2
6 8.8 10.7 135 47 24 6.6 74 125 35 6.4
7 5.1 5.7 3.9 32 1.1 54 5.2 5.0 27 4.8
>8 40.0 18.6 18.1 11.0 9.0 20.2 14.9 8.6 445 379
Total baroclinic 130.8 1133 374 19.9 2B 1245 52.0 13.1 29.6 326

energy (kJm~?)

“The total amount of depth-integrated baroclinic energy density at each point is also shown.

Kelly et al., 2010; Aiki et al., 2011]. The governing equations for the barotropic and the depth-integrated baro-
clinic energy are given by

ad 1
— (KEerJr Epcgnz) + Vy - (ubIKEth) + Vy- (ubthtD)

ot
Advection Energy flux divergence
Tendency
on K
— pegbo <g§ +Vy - (ubth)) + pUpt - <VH : J UpcUpc dz) (5)
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Conversion (surface) Conversion (bottom) Dissipation
where subscripts bt and bc stand for the barotropic and baroclinic components (e.g. equations (B2)
and (B3)), respectively; D(=n+H) is the total water depth; P is the pressure perturbation decomposed
into the free surface (P and density perturbation (P,) contributions (equation (B2)); KE,, and KE,. are
the barotropic and baroclinic kinetic energy (equation (B12)), respectively; APE is the available potential
energy associated with the isopycnal displacements (equation (B6)); w,, is the vertical velocity associ-
ated with the barotropic flow (equation (B13)); €/ and €}*¢ are the barotropic and baroclinic compo-
nents of the energy dissipation rates caused by eddy viscosity (equations (B14) and (B15)),
respectively; ¢’ is the energy dissipation rates caused by eddy diffusion (equation (B8)); ¢¥? and €f?
are the barotropic and baroclinic components of the energy dissipation rates caused by bottom drag
(equations (B16) and (B17)), respectively. For the details about the derivation of the energy equations,
see Appendix B.

Each group of terms in equations (5) and (6) was integrated within the Indonesian Archipelago (Figure
9b, black rectangle) and averaged over the final tidal period. The results are summarized in Table 2. A
total of 125.2 GW is lost from the barotropic tide and tidal potential within the domain, the majority
of which is converted into baroclinic tides (85.5 GW), with the barotropic dissipation term accounting
for 30.1 GW. Of the energy converted from barotropic to baroclinic tides, only ~4% (3.6 GW) radiates
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Figure 9. Model-predicted distributions of (a) the depth-integrated conversion rate from the M, barotropic to baroclinic tidal energy, (b) the depth-integrated baroclinic energy flux (vec-
tor), and the depth-integrated baroclinic energy dissipation (color shading). The near-field sites are defined to be within the black bold lines in Figure 9a. The black rectangle in Figure
9b indicates the area for the energy budget calculation.

out of the domain with the remaining baroclinic energy (~96%, 82.6 GW) dissipated within the
domain.

4.1.1. Generation of Internal Tides

The barotropic energy conversion rate of 85.5 GW in the Indonesian Archipelago corresponds to about 8%
of the global conversion rate of the semidiurnal tide estimated by Niwa and Hibiya [2014] and about 4% of
the power required to maintain the global thermohaline circulation [Munk and Wunsch, 1998]. The baro-
tropic to baroclinic conversion occurs mainly in the narrow straits of the Archipelago such as the Lifamatola,
Manipa, and Ombai straits and the Sulu and Sangihe Island chains (Figure 9a). In many areas away from
these prominent generation sites (e.g., the center of the Sulawesi Sea), only weak energy conversion of less
than 107> Wm™2 is found. Note that the negative values of energy conversion rates at several locations
suggest the evidence for multiple generation sites, since they result from phase differences between
remotely and locally generated internal tides [Zilberman et al., 2009].

4.1.2. Propagation of Internal Tides
The distribution of the depth-integrated baro-
clinic energy flux is shown in Figure 9b (vec-

Table 2. Each Group of Terms in Equations (5) and (6) Averaged tor). Strong baroclinic energy fluxes higher

Over the Final One Tidal Period and Integrated Within the Indone-

sian Archipelago (Black Rectangle in Figure 9b) than 10 kW/m originate in regions where sig-
Parameter Barotropic (GW) Baroclinic (GW) nificant energy conversion is identified (e.g.
Tendency 19 24 the Sulu and Sangihe Island chains and the
Advection 0.0 0.0 Lifamatola, Manipa, and Ombai straits). Most of
eIy ik Glivalignes =t e the generated baroclinic energy is dissipated
Tidal potential —16.4 None . i R
- 85.5 _855 in the near-shore regions of these islands
(Due to advection) (9.9) (=9.9) within the Indonesian Archipelago, leaving just
(Due to wy, at the surface) (=0.3) (0.3) : iati
(Due to Wy at the bottom) 756) e a small fraction of energy‘ (3.6 GW) radiating
Dissipation 30.1 826 out of the Indonesian Archipelago.
(Due to viscosity and diffusivity) (11.4) (73.1) L. . .
(Due to bottom drag) 187) 95) 4.1.3. Dissipation of Internal Tides
Error -15 3.1 The distribution of the depth-integrated baro-
clinic energy dissipation rates is shown in Figure
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Figure 10. A snapshot of the depth-averaged baroclinic energy dissipation rates in the Sulawesi Sea.

9b (color shading). Significant energy dissipation occurs in close proximity to the Sulu and Sangihe Island
chains and the Seram and Halmahera Seas, namely, within about half the horizontal wavelength of the low-
est mode internal waves (~65 km) from their generation sites (“near-field”) (see Figure 9a, black bold lines).

The propagation and dissipation processes in the “far-field” (outside the near-field) can be clearly seen in
the snapshot of the depth-averaged baroclinic energy dissipation rates in the Sulawesi Sea (Figure 10). The
dissipation of internal tide energy originated from the Sulu and Sangihe Island chains becomes more signifi-
cant as it is radiated away. This is because these internal tides gradually evolve into solitary-like waves while
increasing their horizontal wave numbers as shown in section 3. The energy dissipation rates associated
with solitary-like waves reach more than 108 Wkg ™' which are only 1 or 2 orders of magnitude smaller
than those in the near-field. These internal solitary-like wave packets emanated from the Sulu and Sangihe
Island chains are seen to propagate independently without interacting with each other. Although each
internal wave packet survives a long distance propagation up to the opposite side of the island chain, it
gives up considerable amount of energy to dissipation during the course of propagation.

4.2. Local Dissipation Efficiency

The local dissipation efficiency g, the fraction of internal wave energy that dissipates near the wave genera-
tion regions, has been frequently used to parameterize tidal mixing [e.g., St. Laurent et al., 2002; Saenko and
Merrifield, 2005; KLO7]. We examine here the spatial distribution of g which can be calculated by [Legg and
Huijts, 2006; Iwamae and Hibiya, 2012]

0
vi5c+ diff + BD
__ Baroclinic energy dissipation LdS <J,H (epe"+e™) dzt el

" Energy conversion (bottom
9 ( ) JSdS(PZc|z:—HWbT|z:—H)

(7)

Calculating equation (7) in each near-field site, we can obtain a map of g shown in Figure 11.
Although g has been assumed to be constant (g =1.0) in the existing parameterization employed in
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Figure 11. Model-predicted value of local dissipation efficiency g at each near-field site (color). Color saturates at 1 (orange). The values of
barotropic to baroclinic energy conversion rate and baroclinic energy dissipation integrated over each near-field site are also shown.

0.0

KLO7, Figure 11 clearly shows an extremely nonuniform spatial distribution of q. The value of g in
the near-field mainly ranges 0.5-1.0 depending on how much internal tide energy available for tur-
bulent dissipation is taken out from the local area and/or brought in from the remote areas. These
results are reasonably explained in terms of the fact that just part of the generated internal tide
energy is dissipated in the near-field with the remaining energy propagating away and finally dissi-
pating in the far-field where there is little generation of baroclinic tides.

4.3. Estimates of Vertical Diffusivity in the Indonesian Archipelago
The vertical diffusivity is estimated following Osborn’s relationship [Osborn, 1980] such that

€

KV:FW’

(8)
where I' is the mixing efficiency assumed to be 0.2. Incorporating numerically predicted energy dissipation
rates into equation (8), the distribution of vertical diffusivities can be obtained (Figure 12a). “Mixing hot-
spots” with Ky ~ 1072m? s~ are found in the near-field such as the Sulu and Sangihe Island chains and
narrow straits in the Seram and Halmahera Seas. Even in the far-field, however, Ky ~ 10"*m?2s~" results
from dissipation of propagating internal tides. The depth- and area-averaged vertical diffusivity within the
Indonesian Archipelago (black rectangle in Figure 12a) is estimated to be ~2.2X107*m?s~" which agrees
well with the previous estimates [Ffield and Gordon, 1992; KLO7].

We next compare thus obtained spatial distribution of vertical diffusivities with that calculated using the
KLO7's parameterization given by
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Figure 12. (a) Model-predicted distribution of the depth-averaged vertical diffusivities. (b) As in Figure 12(a) but estimated using the KLO7's parameterization. The vertical diffusivity
within the black rectangle in Figure 12a is averaged to obtain the representative value ~2.2 X 10~* m? s~ " in the Indonesian Archipelago.

Ky =qTE(x,y)/ (pcj dez) whendN/dz > 0,
=qTE(x,y)/ (pCNJ dez) whendN/dz < 0,

where the local dissipation efficiency g is assumed to be unity; E(x, y) is the barotropic to baroclinic
energy conversion (see equation (6)), and N is the horizontally uniform stratification somewhat different
from the assumption in KLO7. Compared with the model prediction, equation (9) yields the same order
of vertical diffusivity averaged within the Indonesian Archipelago (~3.9X10"*m?s™"), but significantly
overestimated (or underestimated) vertical diffusivity in the near-field (or the far-field) (Figure 12b). This
discrepancy is due to the fact that KLO7 assumed g = 1, completely neglecting the propagation of inter-
nal wave energy.

Representative cross-sectional distributions of the vertical diffusivity estimated using equation (8) are shown
in Figure 13, where we can see that the vertical diffusivity in the far-field remains less than 107> m?s™' in
the upper ~1000m, but increases up to 10™* ~ 1073 m?s~' downward. Unfortunately, the observational
data available to check the validity of the calculated results are very limited. The first and only microstruc-
ture measurements in the Indonesian Archipelago were carried out by Alford et al. [1999] in the center of
the Banda Sea down to a depth of 300 m. The observed vertical profiles of energy dissipation rates and ver-
tical diffusivity are shown in Figure 14b, which are found to agree, in general, with the corresponding calcu-
lated ones (Figure 14a). Some discrepancies are recognized, however, above ~150m depth which are
presumably caused by the neglected surface wind stress and heat flux in the numerical model. The numeri-
cal model predicts that the intensity of turbulent mixing increases below ~1000 m depth toward the ocean
bottom. Although propagating internal solitary-like waves and internal tidal beams are thought to be
responsible for such bottom-intensified mixing, direct microstructure measurements throughout the deep
ocean are indispensable for more detailed quantitative discussions.

5. Conclusion

Tidal mixing in the Indonesian Archipelago is thought to be one of the essential factors regulating the tropi-
cal atmospheric circulation and ITF water-mass transformation. However, the vertical diffusivity in the Indo-
nesian Seas has been evaluated using simple models such as an advection-diffusion model and
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Figure 13. Cross-sectional distributions of the model-predicted vertical diffusivity in (a) the Sulawesi Sea and (b) the Banda Sea (along the
lines A and B in Figure 6a, respectively).

parameterization. In the present study, to make a quantification of the vertical diffusivity in the Indonesian
Archipelago, we have reproduced internal tides using a high resolution (1/100°) three-dimensional primi-
tive equation model with realistic tidal forcing and bathymetric features. The energetics of the calculated
results has been examined in terms of the generation, propagation, and dissipation of internal tides. Special
attention has been directed to the local dissipation efficiency q.

The numerical experiment has shown that M, internal tides are effectively generated over prominent topo-
graphic features such as the subsurface ridges in the Lifamatola, Manipa, Ombai, and Lombok Straits and the
Sulu and Sangihe Island chains. The most energetic M, propagating internal tides have been found in the
Seram, Sulawesi, and Banda Seas. It has been shown that the amount of energy subtracted from the baro-
tropic tide and tidal potential within the Indonesian Archipelago reaches 125.2 GW. Approximately 70% (85.5
GW) of the energy in the M, barotropic tide incident on prominent topographic features is converted into
M internal tidal energy. Of the energy converted from barotropic to baroclinic tides, only ~4 % (3.6 GW)
radiates out of the domain with the majority of baroclinic energy (~96 %, 82.6 GW) lost to dissipation within
the domain. It is interesting to note that the dissipation of the internal tide energy originated from the gener-
ation sites of the Sulawesi Sea becomes more significant as it radiates away, since internal tides gradually
evolve into solitary-like waves while increasing their horizontal wave numbers. Each internal solitary-like
wave packet has been found to survive a long distance propagation up to the opposite side of the source
region, but give up considerable amount of energy to dissipation during the course of propagation.

Although the local dissipation efficiency g has been assumed to be unity in the existing parameterization
for the Indonesian Archipelago, we have found that it has an extremely nonuniform spatial distribution,
suggesting the serious defect of the parameterization. It has been confirmed that, compared with the
model-predicted values, the existing parameterization yields the same order of vertical diffusivity averaged
within the Indonesian Archipelago, but significantly overestimated (or underestimated) vertical diffusivity in
the near-field (or the far-field). This discrepancy is attributable to the fact that the effects of internal wave
propagation are not adequately incorporated into the existing parameterization. The present study has
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(b) Direct microstructure indicated the potential dan-

(a) Model prediction )
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ized vertical mixing in
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50 [ 50 tion as well as water-mass
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nesian Seas.
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E = some problems to be investi-
g 1%0r £ 150 ted in the future. First
£ g ga '
A A wind stress, the Indonesian
200 [ 200 Throughflow, and associated
horizontally varying stratifica-
550 [ 250 tion must be considered for
more detailed evaluation of
vertical mixing in the Indone-
30(1’ 00 300 sian Archipelago. Second, the
Vertical diffusivity (m? s-!) lu'. Il!'s dis 104 mechanism for the genera-
<K1>lm's tion, propagation, and dissi-
1(;_9 = "“1”(')_3’ * "“1’3_7 | A" . pation of solitary-like waves
Energy dissipation rate (W kg~!) 10" 1® 107 that are expected to contrib-
<>/ W ku'-‘ ute to the far-field mixing
should be examined in more
Figure 14. (a) The vertical profiles of the model-predicted dissipation rates (red line) and verti- detail with a nonhydrostatic
cal diffusivities (black line) for a depth range of 0-300 m averaged within a region in the center model. Third, since the other

of the Banda Sea (128 E+0.08",6.5 5+0.08"). (b) As in Figure 14a but obtained from the direct

) ) tidal constituents (S;, K;, Oy)
microstructure measurements [from Alford et al., 1999, Figure 2].

are not negligible in the Indo-
nesian Archipelago, spring-neap modulation of vertical mixing intensity [Ffield and Gordon, 1996; Sprintall et al.,
2003] and interactions between different tidal constituents [Robertson, 2011] should also be taken into account.
These issues apart, the present study is a useful first step in adequately evaluating tidal mixing in the Indonesian
Archipelago.

Appendix A: Sensitivity of Internal Tide Simulation to Viscosity

In order to examine the sensitivity of the calculated results to the horizontal and vertical viscosity coeffi-
cients, a set of numerical experiments (CTRL, A1-A4) are carried out for a localized area around the Sulawesi
Sea (117.6 E—128.0'E and 0.4'N—8.0"N). For each experiment, we calculate each group of terms in the bar-
oclinic energy equation (equation (6)) averaged over the final one tidal period and integrated within the
domain. The results are summarized in Table A1.

In experiment A1, the horizontal viscosity coefficient is increased by a factor of 10. As a result, the baroclinic
dissipation rate decreases by ~20 %, since the barotropic to baroclinic energy conversion rate decreases by
~15 %. Experiments A2-A4 show that each term does not change appreciably even when the horizontal vis-
cosity coefficients are decreased by a factor of 10 or even when the vertical viscosity coefficients are increased

Table A1. Each Group of Terms in the Baroclinic Energy Equation (6) Averaged Over the Final One Tidal Period and Integrated Within
the Sulawesi Sea

Energy Flux

Tendency Advection Divergence Conversion Dissipation Error
Parameter (GW) (GW) (GW) (GW) (GW) (GW)
CTRL 0.7 0.0 37 —146 10.1 0.1
A1 (Ah=10X CTRL) 03 0.0 29 —125 7.9 —14
A2 (An=0.1X CTRL) 12 0.0 3.8 —155 10.9 0.4
A3 (Ay=10X CTRL) 0.7 0.0 36 —144 10.1 0.1
A4 (Ay=0.1X CTRL) 0.7 0.0 3.7 —14.7 10.0 03
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(or decreased) by a factor of 10. This suggests that the calculated results are not significantly affected by the
employed values of viscosity.

Appendix B: Energy Equations

We outline here the derivation of the barotropic and baroclinic energy equations presented in section
4. We first decompose the pressure into the free surface (P°) and density perturbation (P?) contribu-
tions such that

1
P=P5+P”=pcgr/+J p'gdz. (B1)
z

We next decompose the pressure and velocity into barotropic and baroclinic parts as

P=Pps+Poc=P*+Pf,+PL, (82)

U=Up; +Up, (B3)
where Xbr(=ﬂHXdz/D) and Xpc(=X—Xpt) denote the barotropic and baroclinic components of an arbitrary
quantity X, respectively, and D(=n+H) is the total water depth.

Using equations (1)-(4), one can derive the depth-integrated energy equation

n

1
g (J (KE-+APE)dz + - pcgn2> +J Vi - (u(KE+APE))dz
t\J_y 2 Y

1 8
+Vy - J uPdz—p.gf, (55? +Vy - (ubrfD)> (B4)
—H

l
+J (Gv[sc+€d,'ff)d2+6BD :07
—H

where KE and APE are the kinetic energy and the available potential energy associated with isopycnal
displacements given by

1

KE=3 PRI (B5)
2/

APE= g P sz., (B6)
Pe

respectively, €, and egr are the energy dissipation rates caused by eddy viscosity and diffusivity given by

ou\’ [(Ou\® [ov\® [ov\® ou\®  [ov\?
T {(&) &) (6 ) }*PC’*V[(@ @) ] o

2 7\ 2 AN 2 N 2 /
g dp dp g dp 0p'dpqg
=Ky —=—— | [— ] +(—] |+ =) +==2
=K 2 [<8X) (8y> } o (62 0z dz |’ #9
respectively, € is the energy dissipation caused by bottom drag given by
P=p Cylulu® atz=—H. (B9)

To obtain equation (B1), equations for the vertical velocity at the surface and bottom
19)
W, = (?T}Z +ul,_, - Vi, (810)

W|z=7H:u|z=fH'vH(_H)7 (B11)

have been used.

The barotropic energy equation (equation (5)) can be obtained by depth-averaging the momentum equa-
tion (equation (1)) and multiplying it by p.up, and the baroclinic energy equation (equation (6)) can be
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obtained by subtracting the barotropic energy equation from the total energy equation (equation (B4)),
where KE,; and KE, are barotropic and baroclinic kinetic energy given by

1 1
KEpe= 5 PcUpe, KEpe= 5 Pclpe, (B12)

respectively, wy, is the vertical velocity associated with the barotropic flow given by

z+H\ [On z—n
=)=+ . (=t . —
Wor (’7“"") (8t Upt V/-m) (1’/+H)Ubr Vu(—H), (B13)
visc

/5 and €5 are the barotropic and baroclinic component of the energy dissipation rates caused by eddy
viscosity given by

i . i
‘ €ersc dz=—AnqUp; - (‘ Vf,u dz) +AyUp; (g—u ) , (B14)
J—H J—H z z=—H

no noo noo
J visc dz=J evise dz—J VS diz, (B15)
—H —H —H

respectively, €22 and €2 are the barotropic and baroclinic component of the energy dissipation caused by
bottom drag given by

€82 =p Cqlu|(uupe+vvpr) atz=—H, (B16)
2= p Calu|(utpc+vp) atz=—H, (817)

respectively [Kang and Fringer, 2012; Tanaka et al., 2013].
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ABSTRACT

Among the existing finescale parameterizations of turbulent dissipation rates, the Gregg—Henyey—Polzin
(GHP) parameterization is thought to produce the most accurate estimates of turbulent dissipation rates since
it takes into account distortions from the Garrett-Munk (GM) spectrum using the shear/strain ratio R,,. The
GHP parameterization, however, applies the single-wave approximation to infer turbulent dissipation rates in
broadband internal wave spectra with a multiplication factor up to 3, so as to adjust the predicted value at
R, =3 to the theoretical value for the GM spectrum. Because of this multiplication, the GHP parameteri-
zation overestimates the dissipation rates for R, > 3. This study explores the possibility of further im-
provements of the GHP parameterization and reformulates the parameterization to make it applicable to
both 1) a narrowband frequency spectrum characterized by a prominent near-inertial peak (R, > 3) and 2) a
broadband frequency spectrum like the GM (R,, ~ 3). Furthermore, the performance of the modified pa-
rameterization is assessed in comparison with the GHP parameterization using the available microstructure
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data obtained near prominent topographic features in the North Pacific.

1. Introduction

Turbulent mixing plays an important role in controlling
the global overturning circulation in the ocean because it
provides the dominant contribution to the downward
diffusion of heat required to balance the upward advection
of cold deep water (Munk and Wunsch 1998). Over the
last two decades, it has been shown that the intensity of
turbulent mixing is not uniform but strongly varies geo-
graphically. Actually, turbulent mixing in the global ocean
is thought to be dominated by breaking of tidally gener-
ated high-mode internal waves over topographic features
(boundary mixing; e.g., van Haren et al. 2015). On the
other hand, tidally generated low-mode internal waves
surviving such boundary mixing processes can propagate
long distances away from the source regions while in-
ducing locally enhanced mixing in the interior ocean (in-
terior mixing) by cascading their energy to small scales
through nonlinear interactions with the ambient internal
wave fields (e.g., Hibiya et al. 2007; MacKinnon et al.
2013). Since the pattern and magnitude of the numerically
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obtained meridional overturning circulation strongly de-
pend on the distribution and intensity of turbulent mixing
(e.g., Tsujino et al. 2000; Jayne 2009), mapping the in-
tensity of turbulent mixing throughout the deep ocean is
indispensable for accurate prediction of the global over-
turning circulation. However, direct microstructure mea-
surements in the deep ocean are extremely limited since
they take several hours and require specialized in-
strumentation. To overcome these difficulties, accurate
parameterizations of turbulent mixing are sorely needed.

Henyey et al. (1986, hereafter HWF) used an eikonal
(ray tracing) approach to predict the rate of energy
transfer through the deep-ocean internal wave spectrum
toward dissipation scales, & = ((dE/dm)(dm/dt)), where
dE/dm is the vertical wavenumber spectrum of the
background energy density, dm/dt is the Doppler shifting
of test waves, and the angle bracket is an average over the
space—time scales of the internal wave field. Based on this
HWEF model, there are several parameterizations (Gregg
1989; Wijesekera et al. 1993) that infer turbulent dissi-
pation rates in terms of O(10-100m) finescale internal
wave shear or strain variances. In these parameteriza-
tions, the local internal wave field is assumed to vary its
energy level while maintaining the same spectral shape as
the Garrett-Munk (GM) wave field (Garrett and Munk
1975). Near mixing hotspots (localized regions of intense
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turbulent mixing), however, internal wave spectra are
generally distorted from the GM frequency spectrum.
Polzin et al. (1995) introduced R,, defined as the ratio of
horizontal kinetic and potential energies (KE/PE) (or the
ratio of shear and strain variances) to crudely measure
such spectral distortion and applied a frequency-based
correction to the HWF model. Furthermore, the latitu-
dinal dependence of the HWF model was also taken into
account by Gregg et al. (2003) to yield the Gregg—-Henyey—
Polzin (GHP) parameterization. Actually, the GHP
parameterization significantly improved the biased
estimates of dissipation rates by shear-based and
strain-based parameterizations (Hibiya et al. 2012).

In the frequency-based correction mentioned above,
however, the single-wave approximation is assumed to in-
fer turbulent dissipation rates in broadband internal wave
spectra with a multiplication factor up to 3, so as to adjust
the predicted value at R, = 3 to the theoretical value for
the GM spectrum. Comparing the dissipation rates inferred
using the frequency-based correction and calculated from
the HWF model for various frequency spectra, Polzin et al.
(1995) pointed out that the correction still yields biased
estimates when the local internal wave spectrum is signifi-
cantly distorted from the GM frequency spectrum.

In this study, first, we revisit the derivation of the
frequency-based correction of the GHP parameteriza-
tion to explicitly point out the flaws mentioned above
(section 2a). We next explore a new frequency-based
correction on the finescale parameterization to resolve
these flaws (section 2b). Although the number of avail-
able microstructure profiles is not sufficient to make a
general statement about the accuracy of the modifica-
tion to the parameterization, we also examine whether
the observed microstructure data are consistent with the
modified finescale parameterization (sections 3 and 4).

2. Finescale parameterizations
a. GHP parameterization

Based on both finescale shear (U?) and strain (55)
variances, the GHP parameterization predicts turbulent
dissipation rates € such that

(U2)> N2
L ]Tfh(Rw, NIf), (1)
(Uz)gm Mo Jo

where
_ (U}) _KE
o= N PR @
-1
h(R, NIf) = 1+1/R, cosh™ (N/f) 2 3)

413 cosh '(Ny/fy) | R, — 1
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where (U?) gy, is the shear variance for the GM spectrum,
N is the local buoyancy frequency, f is the local inertial
frequency, sy = 6.73 X 1071 Wkg™ Ny =5.24 X 10357,
and fy =7.29 X 107> s™' (Gregg et al. 2003). Note that, in
terms of R,,, we can crudely take into account the effect
of the distortion of the frequency spectrum from the GM
model on the total energy of the distorted internal wave
field (dE/dm) as well as on the Doppler shifting of test
waves by the background distorted internal wave field
(dm/dt) in the HWF model (Polzin et al. 1995, 2014).
The most concerning issue here is the way to in-
corporate the effect of the spectral distortion into the
estimate of the Doppler shifting (dm/dt) in terms of R,,.
From a simple eikonal equation with the dispersion re-
lation for linear internal waves, the frequency de-
pendence of the Doppler shifting u is given by

w? —f2 dE JNdEd
N —a? do®[ |; do®™

1
N wZ_ 2
:¥ Jf ,/W{)zg(w)dw, (4)

where dE/dw is the frequency spectrum of the energy
density with () as its normalization. The original HWF
model (4) indicates that knowledge about the normalized
frequency spectrum ((w) is a prerequisite to estimate the
exact value of u. Following Polzin et al. (1995), therefore,
we assume )(w) expressed in the form

Hawr — 7

Qo) =co P(1 - fPlo?) ", (5)

where p and s are the parameters associated with spec-
tral distortions, and ¢ is the normalization constant
(p=2,5=0.5,and ¢ =27 'f for the GM model). Note
that the value of R,, can also be given by

R, = JfN (1 + f)-i) 0(0) do / J;V( - i-i) Q@) do. (6)

The R, dependence of uywp is obtained as shown in
Fig. 1 by changing the values of p for s = 0 (green line),
s = 0.3 (light blue line), s = 0.5 (blue line), s = 0.7 (light
red line), and s = 0.8 (red line). From Fig. 1, we find that
the values of uywr for R, ~ O(1) vary widely as dem-
onstrated by the large differences between the colored
lines. This reflects the fact that the distortion of the
broadband frequency spectrum Q(w) cannot be mea-
sured only in terms of R,,.

In contrast, such large differences between the col-
ored lines are never found for R, ~ O(10). Since the
local internal wave spectrum with R, ~ O(10) is char-
acterized as a narrowband frequency spectrum with a
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FIG. 1. The R, dependence of u with N/f = Ny/fy. The colored
lines represent the R, dependence of uywr [(4)] weighted by the
frequency spectra [(5)] with various values of p for s =0 (green
line), s = 0.3 (light blue line), s = 0.5 (blue line), s = 0.7 (light red
line), and s = 0.8 (red line). The black dashed line shows figpnge
[(8)], whereas the thin black line shows ugp [(9)] with the bullet
corresponding to the GM spectrum. The thick black line shows
Mmod [(10)] obtained in this study.

prominent near-inertial peak (Fig. 2a), we can
employ a single-wave approximation in estimating
wawe- In this case, R, and the wave frequency w are
mutually related by

_(N =)@+ @+ f?
© NZ(a)Z—fZ) _wz—fz’

so that puywr can be expressed in terms of R, as

)
/J‘single = ? ;2 _{0 \/ (8)

where the hydrostatic approximation (N > ) is em-
ployed. The R,, dependence of pgpge is shown by the
black dashed line in Fig. 1, where we can see that pgpe
almost coincides with uygwr beyond R, ~ 10.

R

™)
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FIG. 2. Schematics showing (a) a narrowband frequency spec-
trum characterized by a prominent near-inertial peak (R,, > 3) and
(b) a broadband frequency spectrum like the GM (R,, ~ 3).

Although the single-wave approximation is not appli-
cable to a broadband frequency spectrum with R, ~ O(1)
(Fig. 2b) as pointed out by Polzin et al. (1995), the GHP
parameterization applies the relationship (7) to all the
values of R,,. As a result, while the GM prescription re-
quires wey = 27 cosh ! (N/f) at R, = 3 (see the bullet
in Fig. 1), substituting R, =3 into (8) yields ugpge =1
(see the dashed line in Fig. 1). Resolving this discrepancy
by simply multiplying pee by gy for all the values of
R, the GHP parameterization employs

2 (N [ 2
KGHP = MGMHsingte = - COSh (7) -1 O

which is further normalized by the GM prescription with
N = Ny and f = f; to yield (3).

The R, dependence of wgyp is shown by the thin black
line in Fig. 1, where we find that ugyp overestimates
sawr for R, ~ O(10) by a factor of gy ~ 3. In addition,
compared with wpwg, mgyp shows a weaker R, de-
pendence for R, ~ O(1). The GHP parameterization is
thus thought to yield a biased estimate of turbulent dis-
sipation rates due to the single-wave approximation.

b. Frequency-based correction on the GHP
parameterization

One possible way to resolve these flaws is to introduce
the threshold value of R, (R.~ 10), which separates
1) the internal wave field with a narrowband frequency
spectrum characterized by a prominent near-inertial peak
(R, > R.;see Fig. 2a) and 2) the internal wave field with a
broadband frequency spectrum like the GM (R, < R.;
see Fig. 2b). As mentioned already, for case 1, u should
be estimated from (8) based on the single-wave approx-
imation. For case 2, on the other hand, some empirical
relationship between u and R, must be assumed because
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the actual shape of the broadband frequency spectrum
cannot be specified only in terms of R,,. Here, the power-
law relationship between w and R, is assumed as the
simplest way to simulate the R, dependence of wywr
stronger than that of ugyp (see Fig. 1). Thus, u can be
expressed in the form

L,R," (R,<R)

Fmod = (10)

2 k]
R, >R
R -1 ¢

(A)

C

where L; and L, are variables independent of R,,. In this
formulation, u must be continuous at R, = R, so that

(11)

Following the existing finescale parameterizations, we

assume that the internal wave field with R, =3 is de-
scribed by the GM model, so that
L, _
L3772 =pgum
2
=Zcosh™! <g> . (12)
™ f

The values of L, and L; can be obtained from (11) and
(12) once the value of R, is determined. To make the
relationship of L; or L to ugy as neat as possible, we
choose R, =9, so that

L, =2u&y and L,

=log;(2rgyy)- (13)

The thick black line in Fig. 1 shows the R,, dependence
of w04, Which is found to be much closer to that of wywr;
in other words, g follows pigpee for R, ~ O(10) and
exhibits a somewhat stronger R, dependence for
R, ~ O(1). Introducing the new frequency-based cor-
rection of u normalized by the GM prescription with
N = Ny and f = fy, we modify the factor 4(R,, N/f)inthe
GHP parameterization (1) such that

1+1/R, L,
a3 L,
hmod(Rw’N/f) = 5

1+1UR, 1 [ 2
w > —
B L \R,—1 ®7R=9

SRt (R,<R.=9)

(14)

where Lo = 27! cosh ™ (No/fp).

Although this modified version is expected to
improve a possible bias in the GHP parameterization, its
applicability to the real ocean remains uncertain. We
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FIG. 3. Locations of the field observations (a) in the central North
Pacific and (b) near the Izu-Ogasawara Ridge superposed on the
bathymetric contours. Contour interval is 2000 m. Station number
is colored according to the year of each observation.

assess below the performance of the modified parame-
terization in comparison with the GHP parameterization
using the available microstructure data obtained near
prominent topographic features in the North Pacific.

3. Field observations and data analysis

Field observations were carried out at various loca-
tions (G1-G8 and X1-X15) shown in Fig. 3 during
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cruises of the Training Vessel (T/V) Oshoro-Maru of
Hokkaido University (June and November 2008, De-
cember 2011) and the T/V Shinyo-Maru of Tokyo Uni-
versity of Marine Science and Technology (October
2012, October 2013, December 2014). Note that we
carried out field observations mainly near the Izu-
Ogasawara Ridge because this area is one of the most
significant generators of semidiurnal internal tides
(Niwa and Hibiya 2001) and enhanced turbulent mixing
was expected (Nagasawa et al. 2007). The internal wave
field here is also thought to be significantly distorted
from the GM (Hibiya et al. 2012).

During the cruises in December 2011, October 2013,
and December 2014, the free-fall vertical microstruc-
ture profiler VMP-5500 (manufactured by Rockland
Scientific Inc.) equipped with a geoelectromagnetic
current meter (GEMC) and a Sea-Bird Electronics
conductivity—temperature-depth (CTD) profiler was
deployed at eight locations near the Izu—Ogasawara
Ridge (G1-G4 in December 2011, G5-G6 in October
2013, G7-G8 in December 2014). While falling down to
the maximum depth of ~4100m at a speed of ~0.6ms ™",
VMP-5500 profiled microscale velocity shear and
temperature data at a rate of 512 Hz as well as GEMC
and CTD data at a rate of 32 Hz. At G7 and G8, these
measurements were carried out twice. During the other
cruises, expendable current profilers (XCPs) were used
instead of GEMC to obtain velocity finestructure from
the sea surface down to ~1600-m depth, which were
deployed almost simultaneously with VMP-5500 equip-
ped with CTD at three locations near the Emperor Sea-
mounts (X1-X3 in June 2008), three locations near the
Aleutian Ridge (X4-X6 in June 2008), and nine loca-
tions near the Izu-Ogasawara Ridge (X7-X11 in
November 2008, X12-X14 in October 2012, X15 in
October 2013).

The finescale parameterizations were applied to 400-m
depth bins with a 50% overlap, starting from a depth of
400 m. For each depth bin, the shear spectrum normal-
ized by the squared buoyancy frequency and strain
spectrum were calculated (see the appendix for more
details). Because a Hanning window of the bin length
was applied to the velocity and strain before Fourier
transformation, the obtained spectra were compen-
sated for the loss of variance by windowing. The two
profiles at each G7 and G8 were averaged to smooth
the buoyancy-normalized shear spectrum and the
strain spectrum. At the other locations, only a single
profile was obtained, so that the spectra for the three
consecutive depth bins were averaged. Examples of the
buoyancy-normalized shear spectra are displayed in
Fig. 4. We can see that the vertical wavenumber at
which each shear spectrum starts to roll off moves
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FI1G. 4. Examples of buoyancy-normalized shear spectra. The
black lines show the corresponding GM spectrum and the satura-
tion spectrum.

toward lower wavenumbers as the spectral energy level
increases, consistent with the results from previous
field observations (Gregg et al. 1993). To avoid this
roll-off contamination in shear variance, the integration
range of the buoyancy-normalized shear spectrum was
confined to (U?)/N*=0.66, where 0.66 is the corre-
sponding GM value integrated up to 0.1 cpm as suggested
by Gargett (1990) and Gregg et al. (2003). If the upper
vertical wavenumber of the integration range was less
than 0.01 cpm, then the integration range was extended
up to 0.01 cpm to reduce sampling errors. Instrument
noise, such as peaks at wavenumbers higher than 0.04 cpm
for XCP, was also excluded from the integration range
(see the appendix for more details). The obtained shear
variance <U22) was normalized by the corresponding GM
shear variance (U?)gy = 6.6N?m,,, where 6.6N? is the
mean shear level of the GM spectrum and m,, is the
upper vertical wavenumber of the integration range.
Following Polzin et al. (2014), the strain spectrum was
integrated over the same vertical wavenumber band as
for the corresponding shear spectrum to estimate R,
[(2)]. Substituting these variables into (1) with (3) or
(14), we estimated the turbulent dissipation rate for each
depth bin, which was then compared with directly ob-
served gops.

4. Observational results and discussions

Before assessing the performance of the modified
parameterization, we examine a scatterplot of R, versus
the finescale internal wave energy normalized by the
corresponding GM value defined by
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FIG. 5. A scatterplot of R, vs E7 for each observation area. The
red dashed line shows the least squares exponential fitting to the
data obtained near the Izu—-Ogasawara Ridge.
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As shown in Fig. 5, the values of Er near the Izu-
Ogasawara Ridge are much larger than those near the
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Aleutian Ridge and are positively correlated with the
values of R, (the correlation coefficient is 0.54, well
above the 99% confidence level). This is consistent with
the results from previous numerical and field studies
(Hibiya et al. 2002, 2007; Hibiya and Nagasawa 2004;
Furuichi et al. 2005) that, at latitudes 20°-30°, para-
metric subharmonic instabilities (PSI) efficiently
transfer energy from the low vertical wavenumber
semidiurnal tides to the high vertical wavenumber
near-inertial frequency internal waves. Although data
sampling is not enough to clarify the characteristics of
the local internal wave fields, the internal wave spectra
are found to be biased toward higher frequencies near
the Emperor Seamounts (large Er and small R,).
Possible explanations are that high-frequency internal
waves are generated by tidal interactions with features
on the ocean floor.

We assess the performance of the modified parame-
terization enoq [see (1) and (14)] in comparison with that
of the GHP parameterization egyp [see (1) and (3)].
Scatterplots of egpgp and epog versus the directly ob-
served dissipation rates averaged over the correspond-
ing depth bins (gqps) are shown in Fig. 6. We can see that
egup and emeq both overestimate (eqps) by a factor of 3
even for R, <4, suggesting that the dissipation co-
efficient g in (1) should be reduced from the conventional
value 6.73 X 107 Wkg ™! down to 2.24 X 10710 Wkg™!
as already mentioned by Hibiya et al. (2012). Since the
exact reason for this smaller value of &y remains unknown,
no more details about this point will be discussed here, and
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FIG. 6. Scatterplots of (gqbs) Vs (a) egap and (b) emoeq. For the color of each plot, see Fig. 5. The thick solid line in
each panel denotes the agreement between the parameterized and observed dissipation rates. The dashed line in
each panel denotes the agreement between the parameterized and observed dissipation rates, but the conventional
dissipation coefficient £y = 6.73 X 1071 W kg™ is replaced by &y = 2.24 X 10~'© W kg!. The bar graph inserted into
each panel shows the geometric averaged ratio of the dissipation rates inferred from each parameterization to those
directly observed for R,, < 4 (light blue), for R,, > 9 (pink), and for all the values of R,, (orange). Error bars show the
95% confidence intervals calculated by applying the bootstrap method.
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FIG. 7. A scatterplot of R,, VS (€obs)/Eshear, WheTe Eghear 1S given by
(1) with gy = 2.24 X 10~ W kg™' and 4(R,,, N/f) = 1. For the color
of each plot, see Fig. 5. The thin solid (dashed) line corresponds to
heup [(3)] with N/f = Nolfo (NIf =0.1 X Ny/fp). The thick solid
(dashed) line corresponds to hmeqa [(14)] with N/f = Nylfy
(N/f =0.1X%X N(J/fo)

we focus on the R, dependence of (gqps) With its effect on
the modified parameterization.

The R,, dependence of (gopbs)/Eshear is Shown in Fig. 7,
where ggeqr is given by (1) with &g =2.24 X 10710 Wkg™
and A(R,, N/f)=1. This indicates that (gobs)/€shear 1S
more accurately described by Amoq [(14)] rather than by
haap [(3)]; in other words, (€obs )/€shear follows the single-
wave formulation for R, ~ O(10) and exhibits a some-
what stronger R, dependence for R, ~ O(1). Near the
Izu-Ogasawara Ridge where PSI causes R, >9, in
particular, egpp reaches about 2.4 times the geometric
average of (gobs) (Fig. 8a). Such a discrepancy, however,
is much reduced by employing the modified parame-
terization, so that ey04 becomes nearly equal to the
geometric average of (eqps) for all the values of R,
(Fig. 8b).

Finally, a couple of examples of the application of the
modified parameterization to realistic situations are
shown in Fig. 9. While the GHP parameterization (green
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FIG. 8. (a) The geometric average of egrp/(eobs) for R, <4 (light
blue), for R,, > 9 (pink), and for all the values of R,, (orange). Error
bars show the 95% confidence intervals calculated by applying the
bootstrap method. (b) Asin (a), but for emed/(€obs). Note that egup
and emeq are estimated using g9 = 2.24 X 1071 W kg ™.

lines) tends to overestimate the turbulent dissipation
rates especially at their local maxima, we can find that
such discrepancies are largely resolved by using the
modified parameterization (blue lines). Although the
modification to the finescale parameterization should be
tested over much more diverse environments, the
available microstructure data, at least, are thus more
consistent with the modified finescale parameterization
rather than with the GHP parameterization.

5. Conclusions

Among the existing finescale parameterizations of
turbulent dissipation rates, the Gregg-Henyey—Polzin
(GHP) parameterization is thought to produce the most
accurate estimates of turbulent dissipation rates since it
takes into account the distortions from the Garrett-Munk
(GM) spectrum using the shear/strain ratio R,,. The GHP
parameterization, however, applies the single-wave ap-
proximation to infer turbulent dissipation rates in
broadband internal wave spectra with a multiplication
factor up to 3, so as to adjust the predicted value at R, = 3
to the theoretical value for the GM. Because of this
multiplication, the GHP parameterization overestimates
the dissipation rates for R,, > 3. In this study, revisiting
the derivation of this frequency-based correction, we
have explored the possibility of further improvements of
the GHP parameterization and reformulated the pa-
rameterization to make it applicable to both 1) a narrow-
band frequency spectrum characterized by a prominent
near-inertial peak (R,, > 3) and 2) a broadband frequency
spectrum like the GM (R,, ~ 3).

Unfortunately, since the field observations are carried
out only over seamounts and ridges, and not over the
abyss nor over any other region, the observed internal
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FIG. 9. Sample vertical profiles of (eqbs) (pink), egup (green), and emoq (blue) at (a) G7 and (b) G8 (for the
locations, see Fig. 3). Note that sgup and emeq are estimated using g9 = 2.24 X 10710 W kg’l, Shaded areas show the
95% confidence intervals of (gq1s), calculated by applying the bootstrap method.

wave fields are not different enough from each other to
assess the validity of the modified finescale parameter-
ization. Nevertheless, by employing the modified pa-
rameterization, discrepancies between the predicted
and observed dissipation rates have been successfully
reduced for the internal wave field biased toward lower
frequencies (R, > 3).

Needless to say, several problems remain to be stud-
ied in the future. For example, our observational results
suggest that the dissipation coefficient of the modified
parameterization should be smaller than the conven-
tional value, but the exact reason for this remains to be
clarified through a wide range of field observations. Also
note that the modified parameterization in this study is
based on wave—wave interaction theories and cannot be
applied to, for example, the Southern Ocean, an area
characterized by the existence of the Antarctic Circum-
polar Current (ACC). Considering the predominance of
high-frequency lee waves generated by the ACC im-
pinging on features on the ocean floor (Waterman et al.
2013; Sheen et al. 2013), a new finescale parameterization
that also takes into account wave-mean flow interactions
is absolutely necessary.
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APPENDIX

Data Processing
a. Velocity finestructure

GEMC measures the electric field induced by sea-
water’s horizontal movement in the earth’s magnetic
field (Sanford 1971). Following Sanford et al. (1974),
we processed GEMC data to see the finestructure of
horizontal velocity. First, data were divided into half-
overlapping 10-m depth segments, corresponding to
about one rotation of the instrument. For each seg-
ment, drifting offsets mainly caused by large tempera-
ture changes were removed by subtracting a linear
trend from the signals, and these were fitted into sinu-
soids at the period of the rotation to obtain horizontal
velocities in the instrument’s coordinates. Finally,
zonal and meridional velocity finestructures were ob-
tained using a coordinate transformation based on
magnetometer data. For each 400-m depth bin, the
horizontal velocity was Fourier transformed and mul-
tiplied by the squared vertical wavenumber to obtain
the shear spectrum.
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To check the performance of GEMC, we deployed an
XCP after each deployment of VMP-5500 at G5 and G6.
The obtained XCP velocity data were smoothed with a
1-m Bartlett window and subsampled at an interval of
0.5m. Although there existed an approximately 30-min
interval between GEMC and XCP measurements, the
GEMC profiles are in good agreement with the XCP
profiles. The comparison between the vertical wave-
number shear spectra obtained from GEMC and from
XCP is shown in Fig. A1l. We find that, although both
spectral levels are almost the same, noises appear at
different vertical wavenumbers. For XCP, spectral noise
peaks seem to appear at wavenumbers higher than
0.04 cpm (Fig. Ala), presumably because of the fluctu-
ations in the instrument’s fall speed (Sanford et al.
1993). For GEMC, on the other hand, although such
noise peaks cannot be found in the shallower spectra,
the deeper spectra seem to hit a noise floor at around
0.02-0.04 cpm (Fig. A1b). The corresponding rms noise
of GEMC is 0.9cms™". These spectral noises should be
taken into account when spectra are integrated to esti-
mate variances.

b. Density finestructure

Before density calculation, the effects of salinity spik-
ing were reduced by altering the magnitude and phase of
conductivity to match those of temperature as carried out
by MacKinnon et al. (2013). To remove residual sensor
noise, temperature and conductivity data were smoothed
to ~2m. Neutral density y* (Jackett and McDougall
1997) was then computed from the CTD profile using the
Commonwealth Scientific and Industrial Research Or-
ganisation (CSIRO) code to estimate strain &,. For each
400-m depth bin, £, = (y? — y})/¥" calculated from the
first difference of the sorted neutral density y] was
Fourier transformed to obtain the strain spectrum with y”
as a quadratic fit of the sorted neutral density to each
depth bin. The local buoyancy frequency N was also es-
timated from y”.

c. Microstructure

Following Nagasawa et al. (2007), we processed mi-
crostructure data to estimate turbulent dissipation rates.
From microscale shear data divided into consecutive
segments of 8192 data points (~10m), vertical wave-
number power spectra ¢(m) were calculated using half-
overlapping Hanning windows of 1024 data points
(~1m). Note that microscale shear spectra coherent
with three-axis accelerometer signals were removed.
The turbulent dissipation rate eops at each segment was
calculated by integrating ¢»(m) from 1 cpm to the highest
wavenumber my free from the instrument’s vibration
noise, such that
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FIG. Al. (a) Composite shear spectra for 800-1600-m depth bins
at G5 and G6 (for the locations, see Fig. 3) obtained from GEMC
(red) and XCP (blue). The black lines show the corresponding GM
spectrum and the saturation spectrum. The vertical light blue line
represents the vertical wavenumber of 0.04 cpm beyond which
XCP noise appears. (b) Composite shear spectra for various depth
bins obtained from GEMC. The black dashed line represents the
white noise level of the GEMC velocity signals. The corresponding
rms noise velocity is 0.9 cms™.
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d(m)dm,
where v is the kinematic viscosity.
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ABSTRACT ARTICLE HISTORY

The isotopic composition (5'20 and 8H) of precipitation simulated Received 30 June 2015

by a regional isotope circulation model with a horizontal resolution Accepted 19 December 2015

of 10, 30 and 50 km was compared with observations at 56 sites

over Japan in 2013. All simulations produced reasonable spatio- | . ) .
. R 18~ - RV X sotope circulation model;

temporal variations in 6 °O in precipitation over Japan, except in isotope hydrology; Japan;

January. In January, simulated §'®0 values in precipitation were oxygen-18; precipitation

higher than observed values on the Pacific side of Japan,

especially during an explosively developing extratropical cyclone

event. This caused a parameterisation of precipitation formulation

about the large fraction of precipitated water to liquid detrained

water in the lower troposphere. As a result, most water vapour

that transported from the Sea of Japan precipitated on the Sea of

Japan side. The isotopic composition of precipitation was a useful

verification tool for the parameterisation of precipitation formulation

as well as large-scale moisture transport processes in the regional

isotope circulation model.

KEYWORDS

1. Introduction

The isotopic composition of precipitation (5'20 and &7H) is a useful tool for the verification
of large-scale moisture transport processes in atmospheric general circulation models
(AGCMs). It is assumed to be the result of the integrated precipitation history along the
trajectory of moisture transportation, and is mainly explained by the rainout process [1].
Therefore, comparing the observed and simulated isotopic composition of precipitation
directly validates large-scale moisture transport processes in isotope-incorporated AGCM:s.

Several validation studies of isotope-incorporated AGCMs have reported and shown the
sufficient global distribution pattern of the isotopic composition of precipitation and water
vapour [2]. In contrast, there have been few studies to validate isotope-incorporated
regional circulation models with a fine resolution (<100 km). This is due to the lack of
observations at national or sub-national scales and the little knowledge about the appli-
cable spatial scale of isotopic parameterisations (e.g. equilibrium fractionation by the
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Rayleigh distillation [1]; parameterisation of equilibrium fractionation among vapour,
liquid and ice [3,4]; kinetic fractionation for surface evaporation from open water [5]; con-
densation from vapour to ice under super-saturated conditions at temperatures lower
than —20 °C [6]; and evaporation and isotopic exchange between falling raindrops and
vapour in the surrounding air [7]). Validation studies of isotope-incorporated regional cir-
culation models can be useful for the verification of isotopic parameterisations.

In Japan, there have been many observational studies on the isotopic composition of
precipitation [8-11]. Tanoue et al. [12] investigated spatio-temporal variations of the iso-
topic composition of precipitation over Japan by the collection of observed isotopic com-
position, although the sampling periods of the observation were different. Recently, the
Isotope Mapping Working Group in Japanese Association of Hydrological Sciences
(IMWG-JAHS) [13] observed the isotopic composition of precipitation at 56 sites over
Japan in 2013 (Figure 1).

In this study, the spatio-temporal variations of the monthly isotopic composition of pre-
cipitation simulated by an isotope-incorporated regional circulation model with a fine
horizontal resolution (<100 km) were compared with the observation. Moreover, we inves-
tigated the reproducibility of the spatio-temporal variation at various horizontal resol-
utions to determine the limit of reproducibility by an isotope-incorporated regional
circulation model.

2. Methods
2.1. Model

The isotopic regional spectral model (IsoRSM; [14]) was used in this study. Heavy water iso-
topes (H320 and H?HO) were added as tracers in the latest version of the Scripps Exper-
imental Climate Prediction Center’s regional spectral model. Several major physical
processes were included: the relaxed Arakawa-Schubert scheme [15], the Noah land

Shikoku Island

l Kyushu Island
130° 135° 140° 145°

30°

Figure 1. Intensive IMWG-JAHS observation sites over Japan in 2013 [13]. The grey solid contour lines
indicate geo-potential height simulated by the EXP10, with an interval of 500 gpm. Hexagons, stars,
diamonds, inverted triangles, circles and triangles indicate stations in NPC, NSJ, EPC, ESJ, WPC and
WSJ, respectively.
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surface model [16], the Chou radiation scheme [17] and a planetary boundary scheme [18].
Isotopic physical schemes were also included: the parameterisation of equilibrium frac-
tionation among vapour, liquid and ice [3,4], kinetic fractionation for surface evaporation
from open water [5], condensation from vapour to ice under super-saturated conditions at
temperatures lower than —20°C [6] and evaporation and isotopic exchange between
falling raindrops and vapour in the surrounding air [7].

2.2. Simulation design

The IsoRSM simulations were run from January to December 2013, which covered the
entire period of intensive isotopic observations by IMWG-JAHS over Japan. The initial
and lateral boundary conditions were taken from the global nudged isotope simulation
[2]. Large-scale (more than 1000 km) temperature and wind speed in the global simulation
were nudged towards 6-hour intervals of the National Centers for Environmental Prediction/
Department of Energy (NCEP/DOE) Reanalysis 2 [19] for every time step and for all sigma
levels. The sea surface and ice distributions were taken from the National Oceanic and
Atmospheric Administration (NOAA) Optimum Interpolation (Ol) Sea Surface Temperature
(SST) V2 [20]. The simulation output was generated at 6-hour intervals and interpolated
into 17 vertical pressure levels.

The experiments using the IsoRSM consisted of three simulations: EXP10, EXP30 and
EXP50. The horizontal grid sizes (the number of grid points) of the EXP10, EXP30 and
the EXP50 were approximately 10 km (350 x 289 x 28), 30 km (129 x 120 x 28) and 50
km (82 x 76 x 28), respectively. The domains of the IsoRSM simulations in this study are
shown in Figure 2. The simulation domains sufficiently covered all sites over Japan
where stable isotopes in precipitation were observed in 2013.

2.3. Observations

Observations at 56 sites over Japan were used to compare the simulated isotopic compo-
sition of precipitation. The observations were identical to a collaborative study [13].

EXP10 EXP30 EXP50
' L s .-*- i
- 40 L
- 35° -
30°

¥ I-I T T T ] T T T T 30“‘ T T T T
130° 135" 140" 145° 130° 135" 140° 145° 130° 135" 140° 145°

300 600 900 1200 1500 1800

Figure 2. Domains of the IsoRSM simulations and geo-potential height (shaded; gpm) for the EXP10
(first column), EXP30 (second column) and EXP50 (third column).
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Isotopic compositions were observed on a daily to weekly basis and simulated at 6 h inter-
vals, both averaged to monthly mean values weighted by the precipitation rate. Tanoue
et al. [12] showed a similarity in the seasonal variation in the isotopic composition of pre-
cipitation, based on the regional classification of the Japan Meteorological Agency (http://
www.jma.go.jp/jma/kishou/know/kisetsu_riyou/image/png/zenpan_kubun.png). There-
fore, this study considered seasonal variation in the isotopic composition of precipitation
in Northern Japan/Pacific side (NPC), Northern Japan/Sea of Japan side (NSJ), Eastern
Japan/Pacific side (EPC), Eastern Japan/Sea of Japan side (ESJ), Western Japan/Pacific
side (WPC) and Western Japan/Sea of Japan side (WSJ), in the same way of the previous
study [12].

The number of observation sites (56) corresponded to an approximate spatial represen-
tation of 6750 km? (=82 x 82 km), which was obtained from the area in Japan (377,900
km?) divided by the number of observation sites. Figure 3 shows a histogram of the
cross correlation of seasonal variation in the observed isotopic composition of precipi-
tation between each observation site against the distance between each observation
site, which indicates the spatial representation. Correlation coefficients higher than 0.6
were recorded for approximately 88 % of observation sites located 0-50 and 50-100
km. Correlation coefficients higher than 0.6 were recorded for less than 50 % of obser-
vation sites located more than 600 km. These results indicate that the spatial represen-
tation of the isotopic composition of precipitation over Japan corresponded to at least
100 km. Therefore, the horizontal grid sizes in this study (i.e. 10, 30 and 50 km) provided
sufficient cover and were appropriate for the verification of spatial patterns.

3. Results

Figure 4 shows the spatial pattern of the correlation coefficient between the observed and
simulated precipitation rate and its §'®0 over Japan, and can be used to compare the

200

— 00.6<R @0.6<=R<0.8 mWR>=0.8

S S S S S LSS
L S FF LSS SHS

& & 3 S §F S S I Q&ﬂ/
N
Distance between sites (km)
Figure 3. Histogram of the cross correlation (R) of the observed isotopic composition of precipitation

between each observation site against distance between each observation site for R > 0.8 (dark grey),
0.6<R < 0.8 (light grey) and R < 0.6 (white).
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Figure 4. The spatial pattern of the correlation coefficients between the simulated and observed pre-
cipitation rate (a) and its 8'80 (b) for EXP10 (first column), EXP30 (second column) and EXP50 (third
column). The degree of shade indicates the correlation coefficient, with an interval of 0.20. Circles
and diamonds indicate statistically significant and non-significant correlations (95% confidence
level), respectively. The number of sites with a statistically significant correlation is shown in each
figure.

reproducibility of these seasonal variations. The number of observation sites with a statisti-
cally significant correlation (95 % confidence level) between the simulated and observed
precipitation rate was 37, 38 and 38 by the EXP10, EXP30 and EXP50, respectively. There
was no large difference in the number of observation sites among the experiments. On the
other hand, the number of observation sites with a statistically significant correlation (95 %
confidence level) between the simulated and observed isotopic compositions of precipi-
tation was 28, 44 and 46 by the EXP10, EXP30 and EXP50, respectively. The number of sites
for which significant correlations existed between the observations and the EXP10 simu-
lation was less than the number for the EXP30 and EXP50 simulations. The non-significant
correlations derived from all simulations were distributed in WSJ, additionally those simu-
lated by the EXP10 simulation were distributed in EPC and WPC.

Figure 5 shows the seasonal variations in the monthly §'80 anomaly in precipitation
from the annual mean values weighted by precipitation rate in each region. The observed
seasonal variation was characterised by a high anomaly in March and May in all regions,
which was captured by all simulations. However, there was a large difference between the
simulated and observed monthly §'0 anomaly in January in ESJ, especially derived from
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Figure 5. Seasonal variations in the monthly §'0 anomaly in precipitation from the annual mean
values weighted by the precipitation amount, averaged in the (a) NPC (n=4), (b) NSJ (n=5), ()
EPC (n=17), (d) ESJ (n=3), (e) WPC (n=19) and (f) WSJ (n =8).

the EXP10 simulation (more than 8.00 %o) (Figure 5(c)). Moreover, a large difference was
observed in May and September in WSJ, derived from all simulations, except for the
EXP10 simulation in September (Figure 5(f)). Therefore, the correlation coefficients
between the simulated and observed §'®0 anomaly were not significant in EPC derived
from the EXP10 simulation (R=0.49) and in WSJ derived from the EXP50 simulation
(R=0.57).

Table 1 shows the correlation coefficient and root mean square error (RMSE) between
the observed and simulated isotopic composition of precipitation, which were used to
investigate the spatial reproducibility. Correlation coefficients with a 95 % confidence
level were found from February to March and from September to December, with the
exception of November. The RMSE in these months ranged from 1.42 %o (in March
derived from the EXP30 simulation) to 3.47 %o (in December derived from the EXP10 simu-
lation). All simulations produced low correlations (<0.40) from May to August, although the
range of the RMSE from May to August was smaller than in the adjacent months (i.e. from
February to March and from September to December). This resulted from a narrow range
of spatial variation in the observed isotopic composition in summer over Japan [12],
because the Asian summer monsoon brings a large amount of moisture evaporated
from the Indian and Pacific Oceans to Japan from May to August [12,21]. The simulations
produced the highest RMSE (more than 4.96 %o) in January. The simulated 80 in
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Table 1. Correlation coefficients (R) and RMSE between the observed and simulated 6'0 in
precipitation.

Month EXP10 R (Number, RMSE) EXP30 R (Number, RMSE) EXP50 R (Number, RMSE)
1 —0.06 (56, 7.27) 0.27 (56, 5.17) 0.32 (56, 4.96)
2 0.76% (56, 2.06) 0.84* (56, 1.81) 0.81* (56, 1.87)
3 0.72* (56, 1.53) 0.72* (56, 1.42) 0.74* (56, 1.46)
4 0.71% (56, 2.66) 0.76% (56, 2.42) 0.63* (56, 2.54)
5 0.34 (56, 2.21) 0.28 (56, 2.57) 0.28 (56, 2.59)
6 0.09 (53, 2.61) 0.18 (53, 2.38) 0.17 (53, 2.43)
7 0.04 (54, 2.07) 0.32 (54, 1.94) 0.53* (54, 1.60)
8 0.14 (52, 2.29) 0.25 (52, 2.25) 0.35 (52, 2.31)
9 0.61* (52, 2.06) 0.52* (52, 2.21) 0.50* (52, 2.32)
10 0.54% (52, 2.40) 0.61% (52, 2.34) 0.58% (52, 2.54)
1 0.47 (52, 1.38) 0.70* (52, 1.35) 0.41 (52, 1.55)
12 0.60% (52, 3.47) 0.70% (52, 2.72) 0.65% (52, 3.13)

Note: A single asterisk indicates the correlation between observed and simulated §'0 in precipitation was statistically sig-
nificant (95% confidence level).

precipitation in January were overestimated at most observation sites (not shown). The
possible reasons for this overestimation are discussed in Section 4.

4, Discussion

Regional isotopic simulation with a fine horizontal resolution (i.e. EXP10) was good in
September in WSJ (Figure 5(f)), but it overestimated the §8'%0 anomaly in January in
EPC (Figure 5(c)). Other simulations also overestimated the §8'%0 anomaly in January
(Figure 5(c)). We considered the possible reasons for the good reproducibility of the
EXP10 simulation in September and the overestimation of the §'®0 anomaly derived
from all simulations in January.

In September 2013, Typhoon Toraji (18UTC, 3 September 2013) and Typhoon Man-yi
(23UTC, 15 September 2013) struck Japan. Generally, a tropical cyclone brings a huge
amount of precipitation. Therefore, spatial precipitation pattern in September was
related to the reproducibility of tropical cyclones.

Figure 6 shows the spatial pattern of the precipitation rate and its §'®0 due to Typhoon
Toraji, which passed over Kyushu and Sikoku Islands. The spatial pattern of the mean pre-
cipitation rate from 00JST, 1 September to 00JST, 5 September 2013 (i.e. from 15UTC, 31
August to 15UTC, 4 September 2013) was similar in the EXP10 and the EXP30 simulations.
The precipitation rate was higher than 20.0 mm/day in western Japan (WPC and WSJ), and
lower than 10.0 mm/day in eastern Japan (EPC and ESJ). The observed §'20 in precipi-
tation along the Sea of Japan side (lower than —8.00 %o) was relatively lower than along
the Pacific Ocean side (higher than —8.00 %o). In the case of Typhoon Toraji, there were no
significant differences in the spatial patterns of the precipitation rate and its 8'80 among
the simulations.

Figure 7 shows the spatial patterns of the average precipitation rate and its §'20 from
00JST, 15 September to 00JST, 17 September 2013 (i.e. from 15UTC, 14 September to
15UTC, 16 September 2013). This precipitation event was due to Typhoon Man-yi,
which passed over the northern part of the Kanto Plain. Both simulations produced a
high precipitation rate (more than 20.0 mm/day) in the eastern part of Honshu Island;
however, the precipitation rates derived from the EXP10 and EXP30 simulations were
different in Kyushu Island. The precipitation rate simulated by EXP30 was higher than
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Figure 6. Spatial patterns of the precipitation rate (mm/day) (a) and its 5'0 (%o) (b) for the period
from 00JST, 1 September to 00JST, 5 September (i.e. from 15UTC, 31 August to 15UTC, 4 September)
2013 derived from observations (first column), the EXP10 simulation (second column) and the EXP30
simulation (third column). The results of the EXP50 simulation were similar to those of the EXP30 simu-
lation. Typhoon Toraji passed over Kyushu and Sikoku islands. Regions with a precipitation rate of less
than 1.0 mm/day are excluded from (b). The precipitation rate intervals are 1.0, 5.0, 10.0 and 20.0 mm/
day, and the 6'®0 interval is 2.00 %o.

1.0 mm/day in Kyushu Island, while for EXP10 it was less than 1.0 mm/day. The actual pre-
cipitation rate was less than 1.0 mm/day at most Automated Meteorological Data Acqui-
sition System (AMeDAS) observation sites in Kyushu lIsland. Therefore, the spatial
precipitation pattern derived from the EXP10 simulation was closer to the observed
value than the EXP30 simulation. Moreover, the EXP30 simulation produced 880 values
higher than —6.00 %o in precipitation in Kyushu Island. Therefore, the EXP10 simulation
has a higher potential reproducibility for the precipitation rate and its 6'20 due to a tro-
pical cyclone than a simulation with rough horizontal resolution.

An overestimation of the §'0 anomaly in January was recognised, especially in EPC
(Figure 5(c)). Generally, winter precipitation along the Pacific side is brought by an explo-
sively developing extratropical cyclone in the Sea of Japan or near the south coast of Japan
[22]. Figure 8 shows the daily averaged precipitation rate and its §'0 due to an explo-
sively developing extratropical cyclone for the period from 00JST, 13 January to 00JST,
15 January 2013 (i.e. 15UTC, 12 January to 15UTC 14 January 2013). Values derived from
the EXP10 and EXP30 simulations are also shown in Figure 8. The extratropical cyclone
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Figure 7. Spatial patterns of the precipitation rate (mm/day) (a) and its 5'0 (%o) (b) for the period
from 00JST, 15 September to 00JST, 17 September (i.e. from 15UTC 14 September to 15UTC, 16
September) 2013 derived from observations (first column), the EXP10 simulation (second column)
and the EXP30 simulation (third column). The results of the EXP50 simulation were similar to those
of the EXP30 simulation. Typhoon Man-yi moved westward over the northern part of Kanto Plain.
Regions with a precipitation rate of less than 1.0 mm/day are excluded from (b). The precipitation
rate intervals are 1.0, 5.0, 10.0 and 20.0 mm/day, and the §'20 interval is 2.00 %.o.

that moved westward along the south coast of Japan brought an abundance of precipi-
tation (higher than 15.0 mm/day) in January in EPC and WPC, except for Furano (142.6°
E and 43.2°N) and Chichibu (138.8°E and 35.9°N) (Figure 8(a)). The observed &'20 values
in precipitation were lower than —18.00 %o in eastern Japan (EPC and ESJ), except for Chi-
chibu, and higher than —14.00 %o in western Japan (WPC and WSJ) (Figure 8(b)). However,
the precipitation rate simulated by the EXP10 and EXP30 simulations was lower than 10.00
mm/day, except for the Kyushu and Shikoku Islands (Figure 8(a)). Moreover, the §'%0
values derived from the EXP10 and EXP30 simulations were higher than —10.00 %o
along the Sea of Japan side and higher than —16.00 %o along the Pacific side. Additionally,
the EXP10 simulation of the §'®0 was higher than —10.00 %o in the eastern part of the
Kanto Plain. Therefore, the overestimation of the 6'80 anomaly in January caused the
simulated low precipitation rate and its high 6'0 along the Pacific side during the explo-
sively developing extratropical cyclone.

We then considered why all of the simulations produced a low precipitation rate and
high 6'%0 values on the Pacific side during the explosively developing extratropical
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Figure 8. Spatial patterns of the precipitation rate (mm/day) (a) and its 8'80 (%) (b) for the period
from 00JST, 13 January to 00JST, 15 January (i.e. from 15UTC, 12 January to 15UTC, 14 January)
2013 derived from observations (first column), the EXP10 simulation (second column) and the
EXP30 simulation (third column). Results of the EXP50 simulation were similar to those of the EXP30
simulation. An extratropical cyclone moved westward along the south coast of Japan. Regions with
a precipitation rate of less than 1.0 mm/day are excluded from (b). The precipitation rate intervals
are 1.0, 5.0, 10.0 and 20.0 mm/day, and the §'0 interval is 2.00 %o.

cyclone. These results indicated the possibility that all simulations produced dry con-
ditions along the Pacific side. Figure 9(a) shows the spatial pattern of relative humidity
and horizontal wind at the 925 hPa level, and can be used to see humidity conditions
around Japan. North-westerly winds were dominant in the Sea of Japan derived from
the EXP10 and EXP30 simulations. The relative humidity produced by both simulations
was higher than 80 % along the Sea of Japan side. The value produced by the EXP10
and EXP30 simulations was less than 80 % in the Kanto Plain. The difference in humidity
conditions between both sides of Japan was caused by the orographic barrier of the
mountain range of Japan. Vertical cross-sections of relative humidity and horizontal-ver-
tical wind along the line A-B in Figure 9(a) are shown in Figure 9(b). Figure 9(b) shows that
a low relative humidity (<70 %) was found along the Pacific side. In contrast, the relative
humidity along the Sea of Japan side was higher than 70 % at levels below 875 hPa. These
results indicate that most of the moisture transported from the Sea of Japan was precipi-
tated on the Sea of Japan side, where precipitation was enhanced by the orographic
upward current along the Sea of Japan side. The remaining moisture results in low
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Figure 9. (a) Spatial patterns of relative humidity (shaded; %) and horizontal wind (arrow; m/s) at 925
hPa for the period from 00JST, 13 January to 00JST, 15 January 2013 (i.e. from 15UTC, 12 January to
15UTC, 14 January). (b) Vertical cross-sections of relative humidity (shaded; %) and horizontal—vertical
wind (arrow; m/s) along line A-B in (a). The grey shading indicates the terrain of the IsoRSM domain.
The shaded interval is 10 %. These results were obtained from the EXP10 (first column) and the EXP30
(second column) simulations.

precipitation on the Pacific Ocean side. The EXP10 simulation showed the strong effect of
the orographic barrier provided by the mountain range of Japan compared with the EXP30
simulation because the altitude of EXP10 was higher than that of EXP30 (Figure 9(b)).
Therefore, the large difference in the simulated monthly §'80 anomaly in January was
caused by the effect of an orographic barrier. These discrepancies could be corrected
when the parameterisation of precipitation formulation about the fraction of precipitated
water to liquid detrained water in the lower troposphere became small (i.e. Equation A41
of [15]).

5. Conclusion

This study validated the spatio-temporal variations of monthly precipitation rate and its
isotopic compositions simulated by the IsoRSM with fine horizontal resolutions (10, 30

108



Downloaded by [Kumamoto University], [Kimpe Ichiyanagi] at 01:26 18 March 2016

12 (& M.TANOUEETAL.

and 50 km) using the observations, and compared the reproducibility of the spatio-tem-
poral variations among the simulations (EXP10, EXP30 and EXP50). The findings were as
follows:

(1) There was no large difference in the number of observation sites for which significant
correlations existed between the observed and simulated precipitation rate among simu-
lations. However, the difference between the observed and simulated isotopic compo-
sition of precipitation by the EXP10 was less than that by the EXP30 and EXP50. This
resulted from an overestimation of the §'0 anomaly in January in EPC and WPC.

(2) All simulations captured the spatial pattern of the isotopic composition of precipi-
tation from February to March and from September to December, with the exception
of November, while that did not capture from May to August because of small range of
the observed 880 in precipitation.

(3) In January, none of the simulations could reproduce the §'30 in precipitation, with an
overestimation especially in the Pacific side (EPC and WPC). This resulted from dry con-
dition along the Pacific side due to lower precipitation rate and higher its §'20 during
an explosively developing extratropical cyclone event (for the period from 00JST, 13
January to 00JST, 15 January 2013) compared with observations. These results
caused a parameterisation of precipitation formulation about the fraction of precipi-
tated water to liquid detrained water in the lower troposphere.

(4) The spatial patterns of the precipitation rate and its isotopic composition due to a tro-
pical cyclone were more accurately derived from the EXP10 simulation than from the
other simulations.

The IsoRSM using a horizontal resolution of 10 km (i.e. the EXP10 simulation) produced
a good reproducibility of the spatio-temporal variation of the isotopic composition of pre-
cipitation due to a tropical cyclone over Japan. However, the largest difference in the §'80
anomaly between the observation and simulation was recorded in January. This overesti-
mation caused a parameterisation of precipitation formulation with the large fraction of
precipitated water to liquid detrained water in the lower troposphere. If the parameterisa-
tion is improved, the discrepancies in the isotopic composition of precipitation between
observed values and those simulated by the EXP10 could be corrected. These problems
were not due to an isotopic parameterisation. Therefore, isotopic parameterisations were
applicable to a regional isotope circulation model with a horizontal resolution of 10 km.
These findings indicated that the isotopic composition of precipitation was a useful verifica-
tion tool for the parameterisation of precipitation formulation as well as large-scale moisture
transport processes in the isotope-incorporated AGCM and regional circulation model. It was
difficult to determine the reproducibility based on the monthly precipitation rate because
there was no significant difference in the number of observation sites for which significant
correlations existed between the observed and simulated precipitation rate (Figure 4(a)). Our
method of analysis could be applied to other regions of the world.
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e FE LRI FERRAE

SRR

FEFRIAFREE :

2B R (Purpose of research)

This project was a continuation of a similar project on
modelling studies of the Greenland ice sheet in FY 2014.
Focus was again on Bowdoin Glacier, a fjord-terminating
outlet glacier of the Qaanaaq drainage basin (Fig. 1) that
was surveyed in subsequent field campaigns in the
summers 2013-2015 within the Green Network of
Excellence (GRENE) Arctic Climate Change Research
Project (www.nipr.ac.jp/grene). Complementary to these
observational activities, we carried out modelling studies
in order to find out whether we can understand and explain
the observed flow pattern of the glacier and its changes in
response to tidal forcing and surface melt-/rainwater input.
In addition to that, we conducted simulations of the entire

KA FED 728 D5UEE « IKIRE T /VBIFE & i Uil S8R

7V =T v RIKIRDFFT R L OKREIRL A r— L TOLEENZ
B4 25E 7 /VBA%E & Bfi I8
(Model development and numerical experiments on local and large-

scale changes of the Greenland ice sheet)

T L= V7 - Fi - ALiEE R

BT 4 w7 T L ASEANFENIER - dbiRE R

Ta e A 18f - PANBIZER - HEPEAT T PR A,

ZWINGER Thomas « Application Scientist + CSC Espoo, Finland
e BFE « B R

R e £ 2 A SN &

Greenland ice sheet. The objective of this part of the

project work was to examine the impact of fast flow driven

Fig. 1: Qaanaaq drainage basin,
Greenland (big red square).

by large uncertainties of the basal sliding law on the large- Bowdoin Glacier is marked by
the red oval in the inset map.

scale dynamics of the ice sheet.
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FZENZ  (Content)

In order to model the dynamics of a fast-flowing outlet glacier like Bowdoin Glacier, using a
full Stokes model is appropriate, and we chose the well-established finite-element model
Elmer/ice (elmerice.elmerfem.org). In FY 2014, we already created a high-resolution finite
element mesh based on a combination of available data for the basal and surface topographies,
and we employed a control inverse method to infer the basal drag (used to compute the basal
velocities) using the measured surface velocities (Sugiyama et al., 2015, J. Glaciol. 61, 223-
232). This resulted in a generally good match between computed and observed surface
velocities, in particular with a good representation of the fast flowing area towards the glacier
front. Based on that, in FY 2015, we investigated the sensitivity of Bowdoin Glacier to short-
term sea-level changes (due to sea tides) and decreased basal drag (due to water input at the
surface).

Full Stokes simulations with Elmer/Ice on a high-resolution mesh are computationally
very expensive. In addition to the existing computing environment of the Glacier and Ice Sheet
Research Group at Hokkaido University’s Institute of Low Temperature Science, we therefore
tried to use the PRIMEHPC FX10 supercomputer of the University of Tokyo’s Information
Technology Center for running the simulations.

Recently, many large-scale ice-sheet models have adopted some kind of assimilation
technique to improve the simulated present-day state of the Greenland ice sheet. This approach
has both advantages and disadvantages; however, it will be a common option in particular for
short-time-scale projections (10°s to 100’s of years). The field of the basal sliding coefficient
is a typical assimilation target. In FY 2015, we introduced the method suggested by Pollard
and DeConto (2012, Cryosphere 6, 953-971) in the model ICIES. This method relaxes the field
of the basal sliding coefficient to match the observed present-day topography.

RFFERRE  (Results)

Already in FY 2014, we succeeded in running Elmer/Ice on the FX10 and simulated the flow
dynamics of Bowdoin Glacier in parallel on the system using 12 and 48 cores. However, we
noted a poor performance for assembling the global finite element matrix: In comparison to a
12-core workstation, EImer/Ice on the FX10 was up to an order of magnitude slower with the
same amount of computing cores. Despite additional efforts in FY 2015, we have not been able
to overcome this problem and increase the performance significantly. Therefore, we actually

carried out most simulations on our group’s own workstations.
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We investigated the sensitivity of Bowdoin Glacier to external conditions by several
experiments, of which the following three shall be mentioned here:

e Low- and high-tide experiments: Sea level lowered/raised by 2 m, respectively.

¢ Rain-/meltwater input experiment: Basal drag decreased by 30%.

For the low- and high-tide experiments, the resulting flow velocities in two cross-
sections of the glacier are shown in Fig. 2. Evidently, the impact on the velocity is significant,
and, as expected, it is more pronounced near the calving front. For the rain-/meltwater input
experiment, the impact on the velocity is also significant and of similar magnitude (not shown
here). It is therefore likely that the observed, short-term fluctuations of the surface velocity can
be explained at least partly by the combined effect of tidal variation and rain-/meltwater input
on the glacier dynamics.
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Fig. 2: Velocities of Bowdoin Glacier in two cross-sections ~1.5 km and within ~0.5 km away from
the calving front (CF) for the low- (sea level — 2 m) and high-tide (sea level + 2 m) experiments.
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As for the large-scale ice-sheet modeling topic, a series of sensitivity experiments,
following the experiment protocol of the SeaRISE project (Bindschadler et al., 2013, J. Glaciol.
59, 195-224), was performed, of which the details are summarized in Saito etal. (2016,

Cryosphere 10, 43-63). Two simulations of the Greenland ice sheet were performed with ICIES:
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one is the control case, using a uniform basal sliding coefficient, and the other is the case using
a non-uniform field obtained by the method following Pollard and DeConto (2012). The value
of the control case was chosen such that the simulated present-day volume is close to the
observation. Generally, for the control case, the thickness of the interior part is underestimated,
while the marginal part is overestimated, which cancels the error of the simulated volume.
These features are significantly reduced in the non-uniform case by faster flow toward the
margin as well as by slower flow in the interior. Short-term projections in response to future
warming are also influenced by such changes in the flow: while the response near the margin
becomes larger due to the faster flow, that in the interior part becomes smaller, which finally
reduces the total response of the Greenland ice sheet. In the SeaRISE project, some ice-sheet
models using an assimilation technique showed very small responses of the Greenland ice sheet
under a future warming scenario, which is consistent with the result of the non-uniform

experiment.

L% ORIER  (Future work)

Due to the lasting performance issues, we give up running Elmer/Ice on the FX10 for the time
being. However, we will continue simulating the dynamics of Bowdoin Glacier using our own
workstations. A major objective will be to try quantifying the relative contributions of sea tides
and rain-/meltwater input events to the observed time series of surface velocity variability for
three positions shown in Fig. 6 by Sugiyama et al. (2015).

Basal sliding is one of the big uncertain processes in ice-sheet simulations. This work
showed that the sensitivity of short-term projections of the response of the entire Greenland ice
sheet to future warming scenarios is significantly influenced by this uncertainty. In order to
reduce such uncertainties and to improve future projections, we will need ensemble simulations
with many members. We are planning to do such simulations with both large-scale models
ICIES and SICOPOLIS, which will require a lot of computing resources.
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M) & R O K5 O BB 2 BGE T 5 T2 D EK D FIHERE ~D AR
AR LI EBMRT S (RE P AW TRIFHE CIX 7 B OMIZ OLR
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GPM  Global Precipitation Measurement
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NCEP  National Centers for Environmental Prediction
NICAM Nonhydrostatic Icosahedral Atmospheric Model
NSW6  NICAM Single—moment Water 6
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9 Z LD TX % Lagrangian 7 7 /L7 A AET /L & | pack ice (ZEBZ DK DR 5
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LTWAZ EZ2mRLE 1), AN —2REEDERM VT TN T A ZADPhIA
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Clark, 2005), = Z CTIZXBID 7= Fii& % Weertman %!, #%& % Coulamb i & 425,
NS OHEEHIZOWT, EISMINT2 KR e ZER 2351 2 5% E 2 FIH L CRE iREI O
RGBT A— B EZBAEET 10 FEDOY I 2 b —a v 7o, EBROFER.
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Figure 1. (a) Slope topography obtained along the cross-section during the R/V Hakuho-
maru cruise in 2009 (grey line). Note that the shelf region shallower than 100m depth is
set to be 100m. (b) Slope topography employed in the simulations. The topography
denoted by red (solid blue and dotted blue) is used in Experiment-D1 (D2 and D3). The
black line is the same line in (a) (c) Slope topography used in Experiment-D4 (black lines).
Ellipses with different lengths of major axis (a representing for the horizontal length
scale) are used to smoothly connect the shelf break and the linear slope as schematically
shown in (d). 5 black lines correspond to a = 5km, 10km, 20km, 40km, 80km from the
shelf side. The blue line is the one for a = 0 km and is the same as blue dotted line in (b).
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Figure 2. Cross-sectional distributions of the amplitude of cross-shelf semi-diurnal
velocity in (a) Experiment-D1, (b) Experiment-D1-NHYD, (c) Experiment-D2, (d)
Experiment-D2-NHYD, (e) Experiment-D3, and (f) Experiment-D3-NHYD. Black lines
are semi-diurnal characteristic rays emanating from around the critical slope.
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Figure 3. Cross-sectional distributions of the amplitude of cross-shelf semi-diurnal
velocity in (a) Experiment-D3, (b) Experiment-D4-a5, (c) Experiment-D4-al0, (d)
Experiment-D4-a20, (e) Experiment-D4-a40, and (f) Experiment-D4-a80.
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T Lo TIN O ZREKICESEM G L L5 LT o EREAIIThR T
Do ZDOXIBRETNDOEREGITIEN, RROWBL 72 71 A ZAWJRG % B4
G D BREENEE > TE T 5, BITE, XD & [ ESCEE I Z I 1T 58l
WTF— 2 3G ON2HBENR SN TEY | 2R LEH & R F I
DOHHRIZITBUEE T VIZ L D2 T X TOYHEDOBLENRBENEN TH L, —
. BT K o THGE S F R - 2AE 2 EfEICHET 5729k, Oxf
It P8 B OO WA e it o A& ZR TR T B - B L D D 3R VERELR S R BL T & 59k
FHFET LV THD 2 L, QLIRS DO KK DOAIE RSO KK E ) S EER
HRDIEEICEBIETHDH &, DU ELRD, L LETE, X 6B
B E T2 L TN T — VENEZRBTE D12 EmRBRERIERIFET
JVFTFAE L7V, KEFITITELIRSC A L D2 0 A ARG D FET D, —F
T, REERECWA Y = v MM EIIWEO AN 7 E L TEHNTWD, ZOX
D IRREKNEICRB N THEEZ R TEEIRS 7 r B R, FERERITER ST
WD HDODZEDOYBIRRICOWTIE M SN TR 57, SLI-CR & B
1 13k 2 BRI EEE T M X AR S T- T\ 5

AAFGEIT T E 2> & EE & T & B 3—7 5 @G E IR 7 7 L 2 B RS
L. WHIEG 72 Z20WER LT L2 AE LTWD, £/, ¥
BIRE 7 0 2R (B FRRER b ZO TEANICEHFE T2 &b EE
R
WEFENTS

FARRBA R R KT R L — & — (PANSY L —&—) [ IHRE S P B £ T
D 3 WILIEGEDERE T 1 7 7 A V% @\ - e i RE ) i kg B C el
WT 52 N TELHEMBERORKL—F—ThD, 2015643 A 16 H) D 24

[Z/F T PANSY L —&—D 7 )L AT K2 X DB O T Tz, 20
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HAMBEE R KRG 7 LT A Xy b3 AE L2 2k D EAESL., PREEIC
BV T AR EL B S 7z, A FEEIT 20 5 OFIREEEL O 22 1E S
IR FAETRIZ OV TR A 720, Zo#f 234 & U e H R
F CHEIE L2 FE5F /15 E - EARE T /0 NICAM Z VN Coehii BB 7 & o TR oo ok
KRBELO BB ER 21T > 72,
iR S

F7° PANSY L —¥—0O8HT — X 2 HOCTHEEBELO T A =4 % HiED
o 7o, W R B B L B AL D Z OPCRIBELOFEE L, B £ 14 km,
STHUE HA 235 12 h, SAEAAREEEE S TR X128 0.8 m/s Th-o7= (K1),

Line of sight West

TR ¥
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Altitude | km |

70 4

68 -
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21 22 23
MARCH

1: 201543 A 21 B 5 23 HIZ PANSY L — 4 —|c L > CHEH S - K
TEA 100 OV A X HEHE (—usind + wcosf) O & EMEX, BB

PR DAAHRR &2 29,

FBLEBR T, WEAEECHT - ICBRSE Lo MR K F A 45 T S 5 i is FHs s %
A L7 NICAM 2 FHWTHT o 7o, ARSI LR R 30 BELARE TIRIE— ARk —
(2K 35 km T D, $NE T B DG E ITHEATRS L OAR VAR T 400
mC—EELLZ, ETN Ry L8 kn THY, AR VEEZET /L B Thkm D
B R RBRE LT

NICAM (2 & 0 FFEL S 7o R BE O RO 5121, PANSY L — & —@BLHI TR S 4
2oL X L7 JE IR 12 BRI CIRME O K & 72 R EN B 5= (1K 2),
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B 2: NICAM #HW\W T I 2 b—3 3 SN RKIEMA 100 O P[] X 800 4
(—usin8 + wcos@) DIFE] & EEWE X,

D DEEIZOWTHR D7D, £79° 1 HEMLON:H BB, 726
ONCHTE « FARIT 1000km LT DKW R 2 Fe o6l GEITHFZEIZ 38 CHE I
ELTELSENT ESND) OREZ ZNENHE LTz, 210D OFEOIERIZE ~ 10
m/s TH Y HHBEICEZET2HRELIZZNOOWRICL DO TIEH W &2
birole, —HINbO 3 FEOWEZIY BRWZFE D O BN S =B 5L
E LT IRIEZFF > TV D Z LR TE 72, & 2 C, B o i i
BN 5 DOWHRIZEH L DK /NT A —& ZHER LU=, AR I3 2000km
ThV., SHEFEEITN 13 kn, FHEBIZM 12 h THho7o, ZHHDO/RNT A—

VB PEE I O B B A ORI BFR L E FRFIR Th 5, & 2T PANSY L—
F—IZ L VBRI EELEMEEE L EMREL, BT —Z05RD
ToRT A =2 LR EHCTKEREREE#HE L Z A, ET LV THE]L
ENTWOKERERE I BT D2 Enbhotz, LN~ T, Blllsni=mh
[ B C B 2 72 SR LI T A I R 49 2000km OAEMEEE S Td - 7= ATREMEDS W

EREMTCE D, TO XD e KB W B 72 © BARNT T — X ICHLIL TV 5 AlRerE
W5, [REROMENT % MERRA BN T — 2 2 W T To7 2 A, 2D L5 7
KBRS 1T TS, RIEIZH 5 m/s & X DhDTURIWNI &b
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ST, ZHUTENT T — 2 ICHOW BN D ET LV OMBE S EEN L | FEOMER
BRI SN2 o= L7 ENRIRE L TEZBNLD,

PRAZ & B T0km {437 C NTCAM FRERFEBRIC IS\ CHEEE IC AL DAL 7o 1R O R
ELA NL—V U T OFETHRTENT 2 LI2X 0, HROBRERE &34
TR A2 T ~7=, BB AT 3 A 19 B 00UTC Rif&ICIAAE L TV il R 2% 78
BRL7ZE 2 A, 3 A 18 | 12UTC 121X 40° E, 70° S, &K 50km [ZA7E LTV
728, 22 TIRENAMICHR S 7o o TV e, E 2B R 50km 13T TO Z OFEEL
DL, T AP B HIRANTHST S 5 T DI OB EIC L LTy
72 (K 3), ZHIXZ ORGSO H I L - TEE 50 km 0T
FAELUTZAREM 2 RE L CW5, £723 A 21 H 0600UTC /& 70km, 90° W,
70° S AHEICHFTE L TV R X 70 RIE 2 RO SR, & 20km, 90° W, 30° S
FHEN B 36 FFRNEE T TRIE LT 2 ENbho Tz, @& 20kn fHTIZEB W
TZOEFIIHFHEEMNTE AR Y = v O a7 It SN L ) eiEE s o
T o, ZAUE, FEATARZEIZ 3610 2 BAESEER Con SAL TV DAL E K O F 2
WRRIZIBNTAT A0S BREMICHH SN H2EINEOME & X EITwe,
B, ZOWFRITHEEGERE Y = v N OBROFHEERIC LD RE L
HOWE CholoAREENEZ b D,
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(ZEEEE, W ITHPE - BEAETT IS 1000km LA T 07K - & A R0 BEEL 0 HUPE AR
7)o ARG TT M DAL 2 LUT OFELO Ry 2 3RS
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Fide A [ BB L F5 0T 2 st LB 1) 10 IRERE RiT#% O HRME O K & e B ELOAFA/E BRI
K OO FATIIZE THIER S TV, F OKEREECEHE., FATRIC
DUVVTHRARTZMZRITIT & A Edo Tz, ABFSEIEL PANSY L—&— & NICAM %4
MWD Z & TZ ORRIEIELAE 2000 km DR RKEREAZREHS>Z &
T AU HIRRIESC R R R R = > R O B ARAEIEFR I K 0 A LT
BEMENDH AL Z EEALNZTHZ ENTET,

A1 O

AMFZEIL PANSY L — & —(Z X o TH B TELH S 7o B 1E O F51 fR AT
EATo 70, ARIZZ O X ) R AREE O FHHKAFMEIZ DWW T, PANSY L —& —
PR L D EMBINT — 2B L NICAM ICE2EMY I 21— 3 v OfER
I L CTHDTETH D,
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LFENFZEE - = oo, Rin BB, T S, T R, E B
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B RA T RRDORZEEMET D AT L L CORMEFRINERTH Y,
FAD DR U 72 SERR ISR R 22 AT RE A 1 5 B3 D 0 L ABEENC H K
XRWBERITT, TOXIRERIINNL L CAETDIEVI LD, Aa—LT
A URBEIREIE, HDOWVE~ T Y2l 7T UREMIO) & WV o 4R E S 2D
NIFHBN R E Y 2T AP EBHNAFAET D L W O R AR > TV D, 2D X 9 72,
AR B /N CREB AN L SN2 AT AOFEFRBIC OV TR
fRAA SAL TR, BEERAR & R KRR OEENL, TN EUT R 2 WA e R
LEIZ LV ZDIRDERNDZ < ZF S D0 FERITMSITAAET H DO TIE7R < |
HNCEEZ FIE LN LERE L TW5, 2070, BWHRROFHIHE - 22
A — /L DR E RBIG ORI FRIEE & Bfie 7 M K2 BBMEDm RiX, e
BT D IR WA 7 — L O TR E oM FA2@ U, Mileths - BRI
F~OERE b2 b LS D,

I, RUEET /WZ K DB RGBIROFIMNLE I NO>oH 0 | BHEERED
WL 0 ADIICRIEET VERICRIAL L 2 L WO ERH D, —T, &
IREMHMEET NV & AW TZE MBI, BITED A Y A — O BRI & KB
IEREIEER DA BAER Z EHECRIE CTE D LWV I BRANRH Y . MIO & HIEMIZTH
BCEXDZENDMoTER, LnLAENRDL, KETT IVIRGEOFHMENR+5
REZANRDY | Fio, BIREMMGET VITEHREY Y — 20K AT 720
T ROVFEBICEBIT DIRDEEODDFITBRES IV TWRY, £ D X9 BRIk
A RE LT, [IEET IV EEBIREMRGET NDZNTNORMZEN L, B
RO T VA 7 AN—% BT, —H T, [EET IV EREREMGTT L OFIH
EHET 5 2 8T, R - WERERRICHE L, FERIICET A O EEL A
AERIMEERT 5,
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WFFENE
AAEREE, EBMETET V2 BRI LB 0RO ORGEE SIS, BVIIIED
IRy % 92 LTz, REREMMEE 7L NICAM TiEZ< . KEWFET - K&57 N0
BgE L CE 7R 7 /0 NHM 20 L7223y, ZAud, AR S22 v
AU FEREI COFENTORT o 72720 Th D, AWFIETE LA I
NHM (28D b0 Tid/e< . NICAM ZFIH LRI bIENT 2 ENTE B,
RIS 0% & U= DI BEHR S E OBEEAZHGRBIE Thh 5, BEEAHAITAEHRA
JEORIRAR R & BURT D WTREMED D D — 7. £ OB T v AT IR S
TR,

AGETHWCET VOREIZLLTOEY Th D AT 4 km, KEFE
SyREIE 2000 km x 2000 km, FHHEEFE 300 H, /KR 303 K, #I#i#EL, %
fo, VAV RTG A= — 3k 20 EFYS & LT, ¥ 0 B0 710 LD R R
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%%K%ﬁﬁﬁmﬁﬁéﬁfLiwk1%&1*w¥~ﬁ&ﬁékw FHEARX
RELRDHOD, FHHIHFHETHZ & & Lis, £, K7 10 km O
B/ iES 7SRNG @%ﬁ%ﬁz@w%éf%umE&W@ﬁ%f@%ﬁ%E%ﬁ
EFIRABIZET D 2 L0 272D T, FIIRITE- 2 Ty (b 20 EEAARE
L7eREIC L0 et Edh &L G- 2 5T\ D),
ZOFETE, MR T IS ISR ORIEOREM e R LK, BRON vk
xfhts L 7o B RO O 20 72551k & 3R b3 25 HEICRAE Lz, HORIE & Bl
DEBOMEITZNE1 20 hPa, 10 m/s FEETH D —J7, b EsbicE Lz
HEEIE 2 BREEECH D, ARIFHRE SNIZBEEAZBROK 25 H LW IO RFEERIEL, Zh
FTOMRTHARE L SN TV EEBEELSHROER LY bR, £o, AREES
VT BEEZZHAITH) 500 km ORI TR Z > TR Y | JA TN RIRE L TE 2
D725 100 km FRE O TR 2 2 BEEAZHU LR TRER T — L REV, 20
£ 9 e ZE A — L DIEWE, FHE SNV EBEEAZHAN IV E THIL LTV EEE
RELIRNOYET o AL DD ThHD Z LM R 5, KERIZHERH L
TfRATIZ D . 20 “RELSEY BEESHUIKAREE T e ARRKRTH L =
EINTIo T,

A% OFRE

AWFIEARER TIX, 1 DORIFERD B ARFKEEIC K DREEZMO(FE AR LTz
M, BIEOBGHRRIE L OXNGZ R T DM EN D 5, BEEZHONHH - 22/ A 7
— LN KIESCHF AR IE D/XT A X VB = 3 AT ED X ) IRIET DD E i~
L2 LHMETHD, BIENRPEIREMEG S I 2 L— 3 VBV TREROBIR N
A ENDE D EfEe T 5 2 LITERR T —~ Th 5,
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WFZERiE: BiEE T A% AT O 7 KEREB O LB N0 %R

LEMTFEE : PR e RO - B SR - iR B0 CRAECRZESem P A B e v 2 —)

OiA=E0]

W7 U7 #E RSO RE[GORAEITIE, B O OREITRBRAICITRFE I Tnhen,
ZDRA T =R DZOWTHIBREDNE AL TORD. 2D A D= X LOBFEO = 0(21E, THIET LN
WUNCRFRG AR CEL I ENTFETH L. AL TP 2 N Ik A2 T 5 72 2013/14 48
& 2014/156 FDOENENDAFORERSGZ . TRIET ANEEICHER TE 20275 2 & % H
Heds.

Rk
REITT201LF3ANG 20142 AETO 1Ly A7 TN TR AT A CHEM S T#H
FT IV E B KB @I 2 — O SR16000/ML T4 L 7=, ACTMREREE X TL159 (9 100km), $i
EL~ULT 60 BTHY, Ldgid0.1hPa TH 5. HBNERKIR & #EKIE COBE SST Z AWV, Zh b
DOBLME 2 N7 EBR 2 B SEER, Z 5 00 1979-2004 4E B BISEXE A 5 2 7= F280k 2 K il 925k &
N5, 7 o T THRO T D OFIMEIL BOMIEIZ K 0 RS 4L, 49 A U x—fiH L7z, HIHME A
IXZNETI 2013 L 2014 4ED 11 H1HTHY, 4, AMEES Lz, BMEERER L LT 57
WDIZ JRA-55 FHiEMT — % (Kobayashi et al. 2015) Z i L7=.

2013/14 FEAFEDfER

X 11, 2013/14 44 (DJF V) O, FRHTT — 2 2SS KIS OFTh e, BLIESR &
REMEEBROELZRT. ZOLIEE 1e,d O 2m [IR TRIB S5 L 5 I HEREH KT SST O
EARZNBI S TWD. Fiz, ekl cidsdiilE g CoRREERER H Y (K 1a), Zhic
FEVVRIRR AN B SN TV D (X 1e) . Z D 22 ORAE MR 7513 32 AL AERE h e 5 O IR AU
PR S, AEREERBOBEREERZEE BRIy, £, BBV EREEOBRIEERZEEZ T
TIZFES TS 20134 11 A 1 HEAIMME & L2 PHIE 49 A 03— L LCiddbk LicEER
RAFES, Bl SN BRKIEERAEZ B X ol 72720, X EOKRSRE, AT
PEfRE LS, EREFE EOSRERRATZEFRR I TS, BLEORRIE, & LETANERR
HIE, ZOEDOIKDOFER 1T SST MK AT L » THRfl Sz b DT <, KRONEREBIC X
HHOERBIND. 72720, R&AORESZ KKK TOFBL A R A7 S TIFSE (Lee et al.
2015; Hartmann 2015) CIIBLIH & N 72 AKIRSCHOK 310 & 52 5 SARKEMR 2= FFE S e &
FELTNS.
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(b) model:500hPa& & (m) AA - CC

1. (a) JRABS FRfiEMTT — & IZH-3< 2013 45 12 A5 2014 4 2 A £ CTEH L7- 500hPa & S OKBEEN H D
72 (ZER  m). EIE 2 TENC AR O R ZE TR L L RZE. (b)) K& FEF VT L= 500hPa @ D,
B & KRB RO B  n). FAILFN 49 T oo T A v N—DY), #0 L FITFNENEN 5% T
BRELADEEZTT. (o) (@ EFUL. 72720, 2nkif. () b)) EFL. AL, 2nkiE.

(a) 2m SAEENS (b} 5COm FiEitiE=E

25

15 7
10 -

X 2. K 1S T Bk TS L (a) 2m KRR ((C) & (b)500m @SR (m) OSEENAN. HITBL
EHE RITRFEERT. Hax DT oY TN A N—OKEEERT Y TAVEINSOTNEEICT S, &
I JRABS FEFEATT — % D 1979/80-2003/2004 E THDHK L D4R,

171



WIZT Y TN A N—=HOIX L DE ARl 2. X 2 13k A s (Jf 20-60 B2, HUR 250-290
FE) THHJ L7 2m XU & 500hPa = B4R 22 D /34X Td 5. JRABS 77— # Tl 2m KRR 22 13-2. 9K,
500hPa BELRAIL-T0m THDH. ZNOOMEITFEH LIV T o L ARAEE LTREL, BHIERT
X2 DT TN AR OFPANIZITLE - TIW RV, ZOXORELKELEZNHET L L TR
BITIIAREBRTOT P TV A R—5(49) TIID NI LIVRIBENS.

2014/15 FEAFEDfER

2014/15 FAFICH ALK FE CHERIBENBH SN, 2025 L L, 2014 411 H 1
H 2 WHME & U 72 EBs B & BT 7 — & & I 3 ITRT. 2 D& T AR 5T SST O
IR 2B S ATV DL BT CIEAR R P i CIRRUE MR 22, ke 7 CaUE MR 22
NEHEN TS (K 3a). —F, ETADOT P TI0 A L =TI db K iR CiE
BRIRKIESE R, ek EeaKEmmAEZ R LTEBY, & AR FBN EER T TS, o
AUTHENET A TIHIEK ECIEmEIRMRZZ R L TR Y, BlOBBIZKIL TWD. Z oI,
ETANERTH D EIETE, ZOADOMEERFZAES b SST MoK L7z b o TIIiEn 2 &
R LTV,

L JRAS5:500nParm E(m) L model:500hPaf& B (m) AA - CC

-3 =2 -1 1 2 3
X 3. X1 &REE (HL, 2014400 2015 4E 2 B £ TONH).
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X 4 T3k Kk aE (bks 35-50 BE, HUFR 265-295 FEYEH)) T, 2014/15 LA FR=D A L X—[H DM
FE45 AR 22597, JRABS T 2m &R iRIE—1.5 &, 500hPa M ESd—4m ThH 5. 2m KT T o7
AUNR=DIELDE ORI E>TEY, E7z 500hPa HELITIZTEMNETHD. RERTIE
WNESEE) & L UL DX DK 2N ) B TE T\ B2 bhb.

{a} 2m WREEDH ib) 500m MIEIREE
30 45
- 4 —
10 -—P—-{'\} —CC 15 LN Y —CC
5 o~ » - w / E
S e, e s N TR
T132358879238¢% 00 p PP PP P
TIRIRIITILIEY I EGESE

4. X3 EFEEE AL, 2014 05 201542 H.

F L LA %DM

KRBT 1y A THRET VAT 2013/14 4T L 2014/15 FAFOBBFEREZITo72. Zib
DOLORFEIE, X EPELETIHIFIEFHR TE W 2b oo, BREZENEH SN -dek EciEsnd
LLFHTE o7, b LIDETANEETH L7 61E, ZnbDEDRFEBIIRKKDONE
EENCED2bDOTHLAREELZ REL TS, S%IIWHELZ 11 AL ALV ANWAEERL, )
HHEOE NS B ENE TN G2 DB EHE LV, £RET7 VT ORFELARICHOVTHHBE
BrRa4T > CDOE .

2% ik
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WEICiRREL St A — L D& E - Bk EAL

3t R 524
B R (AR PE K2 K2R W 2R 2 Bl R 22 R
S Vi (R RCHELE R KRR MR R B AR 22 R

1. WFZEE W

RES AT LAOF TORRS IR EIT, RAx i+ 25 =R X—0D057
S ZETHY, ThEETAVHFTHELT S Z LITAES - KUK % i
K ETHETHD, RQUBEMEFTCHEIN TV DM a2 — NIIRKREL
3T TC 2 BB RH IR 2 7 /0 mstrnX, B iR R 7L star
YU—=RX) HY . BEaRIFESFICBOTERICHAIRTWDLR, £h
ZKREBIN O EECmE e & BEHPALERRETH 5, RKHFIET
. BICRAERIGEE O mEE AT B L T2t D 7,

2. WHFENE

WEE G = — R 7 2 2 = 7 b CIRCIZHEH L2/ RIC OV THAE L
Tl 2 A, LR E ARG O RKKRETOFBEMENENZ &2 L T,
SRR T — 7 Wx KN R CHB K-S MiEZ2EA L. oot &
FNTDOWTIRBEALZIT > TWDH R, B O EEE L LTl T 2 K&K
REIXFEHERRE L IEIR(LIRRE L LTz, 22 TV Y IRBELIREEICB W T
TRALIRFEOREIIEHIRE TH o 7220, 4 EHPIREBICIEIRIE TE TV
ROVD TR W EHERE STz, 4 REHREO BN Lo, KERE
R R 2T 7 /1 MstrnX O KUK T — 7 /W2 DWW T EICE T &
1T- 7,
3. WFFER R

FT. BEENBOVRKOREEZTo 7o, B 1IXEHERE & kiR
AfEHIREECTO KRR i EME BN 7 7 v 7 20K ESH TH 5, LI
W CTHD 15um O FDER., 13-14 um K16 - 17 pum (T IZZE RN TAE IS
B TWD, ek SR ORI A SR HL I R R IR K0 b I o 55 VO E
TENKELR>TWNDLZ ENDLND, T 700 L AETHE O TIERIN S f
MLTEY, BEHEOERTITRNAIFEREZICHEML VWD EEZLND Z
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Flux [W/m?/um]

IE COMEN X IND T LnbhroTl,

25

20

_—y
w

10 |

presént-da
4xCO

0 1
8 10
Wavelength [um]

1 : CIRC casel O K&AVIRREICH 1T 5, fEAERIE (FR) & @bk %E 4 5k
() ODRR LM TORY 77 v 7 20 EKRGEE,

i

g
iy

Ay

INEEEZ. KEBRINT =7 VO el rle, KEFRTITINET
DIFHERRE IRBRALIRBIZIN A, TRR(LR R 4 5 O RXIREBICEDE T

Told, 77 v 7 ADMENPREWVWANY FbHololod, ZFRILKED
WA 22 IR B 2N o B2 THE72 < O R~ IRAMEIR D N > FIZ DWW TH
MEATole, N ROFEMENY RTEDOREITRI OB TH D, S

RN TIDFEREN NN R 4T TREWVWZ E N5,
Wavenumber [em™] | W ¥ & 44 By |7 7 v 7 | s s
S| A pEEE hpEE

1 10 - 250 H,0, O3 5 0.063

2 250 — 400 H,0 8 0.344

3 400 — 530 H,O 5 0.151

4 530 - 610 H,0, CO2, N,O 5 -0.234 0.662

5 610 — 670 H,0, CO,, O3 9 0.009 -0.015

6 670 — 750 H,0, CO,, O3 9 -0.081 -0.011

7 750 — 820 H,0, CO,, O3 2 -0.206 0.581

8 820 - 980 H,O0, CO, 2 0.012 0.113

9 980 — 1175 H,0, CO,, O3 5 0.467 0.055
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10 1175 - 1225 H»0, N,O, CH4 2 0.102
11 1225 - 1325 H>0, N,O, CH4 4 0.263
12 1325 - 1400 H,O, CH, 2 -0.220
13 1400 - 2000 H,O 4 0.655
14 2000 - 2500 H,0, CO;, O3 3 0.480 0.160
15 2500 - 3300 H,O, CH, 2 -0.214
16 3300 - 3800 H,0, CO; 10 -0.007 0.000
17 3800 - 4700 H,O, CH, 3
18 4700 - 5200 H,0, CO; 5
total 1.584

£ 1 : TR~ ﬁﬂﬁﬂ@ﬁ/hﬁﬁk% (SN TV DRI, B AL

CIRC casel O KKIKFEIZH IS HIEHERETO KRR L Em & i 7 7 v 7 A D74

ViR &Mr%4ﬁﬁ% 2 & O RK B T OSSR, N B 17,18 JFl AR A

B TH Y, KR B X TORBIZERS 2N DT,

Flo, ZTOEFITEN T, KUK T — % X — 2 % HITRAN2004 7> 5
HITRAN2012 IZ B 81 L 7=, & FIEICB W T, FET D VIHEE —
Y (completely correlated 3 X OY uncompletely correlated) . i {k 11 8
TRZFD L TWS FELEINESE L 5ED - CEFUIE ATV, &b
ZEDL IS D& BN LT T U R ) OFRZED 0.1WIm2 LU O i 5
ERALE, KEERFEFLRM LN, N REE2LET 5L LT 5
HENRENZ LSBT REST, 2 XD [RERINT — 7 % 29
Ny RULENPG, 29850 R 144 JICEB i & nic, Mo REBRN 77 v
A EEEE S OETR2 OB THDH, EON RHERENNEL R
D, AEHERECOFBERM ELIZZ ERnbho T,

oy s |77y 7 A | s h
g DR DR 7=
1 5 0.063
2 856 0.566
3 5 0.151
4 510 -0.018 0.662
5 9->8 0.013 -0.015
6 9>9 -0.010 -0.011
7 257 -0.046 0.581
8 254 0.060 0.113
9 5->10 0.249 0.055
10 |23 0.006
11 | 4°6 -0.048
12 |24 -0.073
13 |[4->10 0.227
14 |36 0.048 0.090
15 |2 -0.214
16 | 10->8 -0.007 0.000
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17 329
18 526
total | 111->144

N RIS ENELL ho O TERIIfTOhoTz, £72. N
K15 OIRKNEN -T2, ZONRN RORIBROEE -2, Zh
FTNY R 1 - 14 1THER S D A, N> R 15 — 29 1L AR flcht o 4 % 2 &
L TWie23, MIROC TR SEEZ IRk Liclod . AHEH T Kkt
WD RECIREEIC KBS A ST & HIER 2> D 0 5 HH & 5 8 2 ik &2 558 L.
N R -18ICBWTIEHM T 2EBRT 2 X 0 Ik b a2IT o722 IR
MIEFITED o7z, RKO— DI KIEMAOERGFENRE 2 D0, 5l Xk
ERHFTEITHO TV ETZW,

F72. JAMSTEC O@EHIHELICH 2B L, AT —7 & v TS
ErE 10 F5iTo TWilEWke, ZTNRNETOLO &L, RERXIRIX
B EALIOK b 00 2 < e DN & D 23 FEREA L DA
AT AFTEALT D MRS,

2

4. 5% OB

A A D FEH TIE, BRI ~FRAE DR FIZOWTHE 2T 7=08, 4
N~ fHIRICB N THLEFEIT> THE W, T2, KBAS & BN S
DR ORTG BT N EWRE T, REEBAIFEFICHETH - 72,
COHEBIZOWTHRKZHEEL, sl&hEEHFE2Rk 2D TETH D,
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MEZRER: BRERRETOTFATMEREICHATIHNR
ARBHRES : A B (EBREHRHERAMR - B4R)
#HEx B (EBREFEHKBRAR - E£HER)

ARWFFERE TIT, BFEREICHEET 2 RAKEROEE) 2 & WH O 2 RE BT

T—=F DN OEHAOENTTDELEBIC, RAKRBERET V&2 HWTZBEERS T
WMT —Z DR EICL T, TOEHMAD =L L TR RELZHHAT L L&
HEyE LTWad, KEEIX, BT —2 2 M T, lEEZRARAIE (Sudden
Stratospheric Warming: SSW) % 5| & £ Z 7" 2% 2 BRI 5 oo % it Bl 12 36 1 2 bk I
OHBERINE S, TORMENZREET 2 FEZHABE L, £ BB LEZFEE
20014F 12 A 2642 L7 SSWHIRIICE A L. Z OSSWA 5| & 2 2 U 7= 22 BB SR D Jib
PRI DV TREAT 24T - 72,

5]

r &
>f\ =
li’fr

SRR TR AT DA E B 2R AR (Sudden Stratospheric Warming; SSW)
DERBIA T =X 50T, B S LR 2 KIRIE O 2% 2 FLEHEEL & i g 8 <
DHEARE R E DM AEAEHIC X > TIHFATE L2 Z L FBEICmenTns, Ll
RAR M 25 2 B EL O S I8 12 6 1 DR PRIC B L TR AR & L TR R Z 0,
FIZT, AW TIE, BT T — 2 2 AW THRE SN D BEEE D S 2B KO
3 WILHIEHEIRE S 2 KR DM 12 B2 L. 20014F12 IZ 54 L7ZSSW & 5] &
U7 BRI R O it B S 8 U D PR o MR AL E &, € O JE Rk ] & K
ETHI & EaRABT,

MEMR :

F 9, Plumb (1985) WEFX L - EME T AL — D3 WTWIEENE 7 5 v 27 2 (L4
T, Plumb 3D-flux: Fg) ZH W T, EERAE—HDORAFTREEENT FLERD D
HEFEEZERME L, 22T, FJIU Tk IcERZSN D,
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ay'\* 9%y
( (a_> Ay \
1| ayay 0%y
2Pl ax 3y "V ax0y
2 (ay oy %y
F(ax 0z B axaz>

DI, WRIERBRO RIS RS Th D, b, RO R, X

¢, = Fs/A; (1)
DL, EEEOEEBIEA L, FAMOTERTE S, 5, EEEOEIED
A =2 (a+pl) Tov. spic A=1(pL) E=i(wt+vi 4 Lyt)Tn D,

2 Qy

Zokoic, BT EHWCTCLERO#EREERDLZ EicLy, X (1) D
BEHEE RKOSKR T RFTEEENRZ M ZHETHIZENTE D, E512, KD 5
NIRPFTREEE XY bV Z B W T, raytracing OEEBER) T2 &0k, HE
BB R D3 WunEEREE2HEH T2 b AREE 8D, 2 2 Tk, JRA-B5HEHT
T2 MNT, MEHKE RO B REc, L LD E RO, b, mEH
B Ry & . RWHBLLT . oW E R BBLL T OBy & EER LT,

F9. ACEERAFRERICOVWT, X (1) »oRDER/ATHFE~Ec,x X 11275
T, ZOMMNL, JEYTE, BRI IZE S U CTHLE60 {3 o fik Bk C ki
B bEEIC EF L T2 ENnbNns, £, 3—ary b LR
HCeErZeNbnrd, —FH, ALK T, HiC, THABET2HERRBD LD,

(b) ¢4 (10hPa)

B 1K (1) ZVROONTHEBRBEWROREEE, KRS %2 RPIR T, SHE KD & % E
#TR7T (mls), (a) 100hPa, (b) 10hPa, 12 H ~2 H CE¥H L I-KEMEEZ W TEE L=,
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—J7, 10hPaTix, JLHEGOEFED 22— T T TEFBEERBEEZETHY ., £ »
HERME, M EIEFRTL2EMN A TERND,

RIT, 2001412 A RICFA L7 SSWHIH T2 d6 1T 5 2% B U I R O = 7 2 3 2 5
(1) XvkwdrZezikhic, B, KETINHAT U H TV THRERL. K4
HFIEATAGCM % i\ 7= PR EBRAE R O 0 5. Z OSSWO A RICIL, & DEATIC
FAELEZIERABER TCOZ7 ey X U V7 PREELREHZREZL TCWVWEZ &N
Mukougawa et al. (2005) <> Mukougawa et al. (2007) (2L > TREINTW5D,

AT L2 HIC 31T 2 RKKIE R 5 DR 8 A4 K 2127~ sl B s R I 6 1T 5 ik
R (X2a) (Z12H R LV EOE Ligd, A L7ZSSWITHEW, 12H 28 HEHIZ K
BB E 72D, o, BEEB FHIZB W T, 120 FAEN L E-P flux® £
DEE L7725 (K2b), ZORHNIZEB T 25 7EMEE Tk (K2e), JERFEFEETO
BHER 7oy o7l Ha—J v T7HICB T 2 3%E L IRRJEMRZ N R0 <
bbb, —J. SSWKEMIZHK T 2 EEIEER It (M2d) ., 1O REBREE O =
BN E L 7220, Z OSSWITHIBZEMASSWIC SR 5,

FER. ZOSSWHI A Iz I T, ki B A A i & s 9 5 2k R BRI R 0 s

2 — T 3
5 —~_ " >
10 A 1T
3057 10}
10—

(c) Dec. 14

20

50 _\r_/ | 20

100 B 10
R A

10
=004 (d) Dec. 28
Obs. 01/12/28 _

2
T o}
(b) 0 \ AT —I21270
5 4 5 " t bi >
10 2
10 A
20 - 515
Sem . F A\
15 0 P A :
100 a4 A

6DEC 16DEC 26DEC BJAN )

(90 %S 180

X 2 (a)db#E 60 FElC B DA REE (m/s) &, (b) Ab#E 50-70 FE o fE ik T L 7= E-P flux
DOFRE RSy (x 104 kg/s?) O Z AL, #Edh X %E (hPa), (c) 2001 4F 12 A 14 HIZEBF 5 500-
hPa = E S (m), KMEME D OFE%Z BB Y T/rd, (d)2001 4 12 A 28 HIZB T 5 10-hPa i
L (m),
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2N (1) ICERSEMIT LR R, dLREEE O 7 e v 20 7iie | Ha—
Z 27 ALK OAR KL R 22K O 2 0 i & AR HAE RN BHE I E SRR L
TWeZeRREahiz, fiFEOTry X 7 s EHEET 2RO EEMED,
Mukougawa et al. (2005) <=° Mukougawa et al. (2007) CTHOLNTZHAEN DL LES
(CHER T Z D08, RBIFEIC L - T, BEF, T obbHR2— T 7 - L RO KR
JEMEAR 223 DS B 2 B R ORI & L CEERKEHEZRZL TVl L 20D T
WT DN E ol Flo, Ra—J v THNDbORERLE KD LR
BNBEE L 22T, ALREFHEIERD L OZNICHRCLELS  5AMBRETH D 2
EbRE NI,

SHEOMER :

AWFZETHIE LI FiEL ., REBRBE S BEE RO LB T Hisfk L
20073 OHEHNCHEM T HZ LICK Y, RERABEEROLHERKZHFET 2AF
EOARMNERTZLRTELTHAY, £, MEDSSWHLNIAFIEZ M
LTIk, SSWESI & Z T RERBLEROBERICEAT 2MAZERD 5 2 L
MTEDLEERD,
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(—ARERIFAZ)
WIEERE | BAHADRRR - KERCEDES & LEHFEY A 7 ILICET S8R

() IR e B LIREEREFES R AP ert ()
(rH8H) P LR R e B AR AR (hsER)
(rH#) BEA Eh R LR R AR T ERE (M2)

(3H#) AR R LR 270 ()

(I 1#) /MK 5 5 R LR 2740 (B3)

(4 7378) S P SIEA B LIREFEH T (B3)

(4 737) e 4R B LR (B3)

(B2 —HEE) @EEW BRI EIERT (#d%)

MEREHERAR :

(BT V7 DR « KIFERO/RTIEFIRZH A 7 VD, BRALSCHIERFAE O E B ~DE
ELTEDEIITEL DD ? | I THIBHIEOKIHEEGICIB W THERFESATH Y, EOFED
HUDAIRAR & LT, RIRRE-CEERIRH L & KB O X 5 el T 7 M 72 H « D RKR &
KIEERDN D D, ABFIETIE, FAUZBTE U CRE7e R EES-CHB R R ~DFE R 4 H|Z
B, MER~EE~FKRSC, K~&~FOFHHETOH C RIS B2 8UT — % OfftT
TRER T 5 & & BT, AGCM THEHL L THERFERH 2 N FHBUMRILOZE LU IEHT & Ff&rlzix
T (BN, TOFEMOIZOOEESE LTCORMA OEERMAAIERL), R
A I NBIRDTTO—E U2 5 2 L2 AL 5,

L AT, HAMETIE, A= ORI AT LD [ZEHitrA 7 VOO T
DIAE DR T, ZRRFHETHROND, AWFIEE, ENE2E I HERIES: & Hisk
BEHIG & D~ VT A —) Vil & ORMAEIIEREO—oDT Fu—F &5 Z Liid, %
7o, ZhUL, REKBIEOCOL KGBIRE KT VT OLH YA 7 VOWMILE D
TOHETIRADZ LITLY, FBIGT TREGK - BBEHAE] &, 20X is
Bk A R L T2 [SULEEEE] Z#FRAIIIT O ) 72OOHMROREe, Thzam Uiz, #F
GRATRE AR S W DT DG (ESD) ~DOKEFOERMIHIE LS (IIfE - hE 2014,
JNgg « =#fth 2015),

AR -

AAEFLT, WEFEELRINDS FIRO B TED TEX /R A E LT, (DHEAA G5
(2) OGRS~ E N DNT TOZFEK B OREKDOFHEIZOUWT, FEIETOMEDST
TR LTI 21T 9 & & B, () BONEE - TR B ARIZEEE L= B RUCEE S KD
FHRIZEAT 2 FBIfRNT AT o 72, FT2, ENOLFRAOTNY 7 @R EOZFEHi R B
LT, AxOEMBGICHER L TERLIMBTEAITOE LB, G—myNEHTIT LD
PR OA R A i & 9 5 FBRAORREY, b IS T, AEE T, Mmoo AT L
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v, (D), (2 ORROBEZ TIN5,

(1) EEXOHERREHA~BZEHHT S5 KRBEOBKOFHERTE (RIRFERIART)

H26 AR & TIAT o T s I KaduE (R 2013, 2014, 55 1 X2, HAART
ITHEREE I D TRINH ] ORI B RN EEREE L HHThY (¥ —2 A, B), %
72, PEEAROERZEREE, 10 m/h KiEo [HEV RS RV T2 Eicky
KW & RDHEFIDIRL otz 0% —2 B, 0), EEEWNCIE, BEUCED D3N
%< (F—2 Ty, Ty+F), 10 mm/h PLEOTROEEKIZ X 2 F5NIEFITRE o7, £ T,
H27 #FREICIY, ED X 9 g KFE (50 mm/day LAEOR) (2315 K54 (NCEP/NCAR Fi#tT
T—RIZHSL) RBASEDOFFALDIEN D IZHONT, RN & B I OZRIES T OALE ST OiEN
\CHTER LT LT-,

Nagasaki(all of 97 cases) 6/16~7/15
Tokyo(all of 31 cases) (ERREN)
HEL(DJ+ Pattern A(6cases)
£ A + #i145 Pattern B(7cases) OpPrR<2
= arom =
IMESE + AT #fPattern C(7cases) O2=PR<5
s . B5=pPR<10
AIFROD 7+ pattern D(8cases)
. B10=PR
Z M1t Pattern E(3cases) (mm/h)
0 50 100
8/1~8/31 (RE#)
Tokyol
(all of 32 cases) |
I - H
B8R0 H T(‘l"g"&‘g,‘ : mPR<2
. m2SPR<S
L & TR Tokyo ty+F |
S BT ATHR O e | mSSPR<10
ATRDA ey | m10SPR
(mm/h)
—{_ D ﬂ_l Tokyo other
(1 cases) T T T T T (mm/day)
0 20 40 60 20 100 120

B 1R BRKBHEEREYH HPESR) ITHBITIRRTOE/\E— U DOARE T L1-AR/KE (m/day)
&, EFnITxd BREMRAIREIEKE PR) DFS, 1971~2010 £ TEE, 46 ROt ERGROEHER>LDZE,
ENENDNZ—2E LTHELE: (KM 2014, 2014),

Gn )
NE—2 KBRS L BEFHESEAREMNS 700 kn LRNITHEY 5 (EFAHNFES 51581, [FFRIENE
nek) .

INB—2B A LRI, EFRHREBRMHAES L IXENLEITHET b,
N2—2 G : 4 hPa BOFLF-HEERE 2 AL LR OEFHR EO/MERIEA, BRAHAICHEAT S L < IHMIET 5.
IRB—2 D (ZERHEAN 140° EIZHULNTI0° NLULITET 218A8 T, /34— 0 LSk,
(REH)
INE—2 Ty, TyiF, F: ZhEh, HERREHO/\2—2 A Ty+F, D EEEE,

TS TR, MRS AR — 7 KB D T T RAE~ AR E O SR O KGR,
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g s Bz, BENCIREL EFI 2 I, % 2 Mo EEHS, BEMoO 2 —1 Ty
EHERRBEI D /X% —2 B L D 925hPa KRSCHIR O ZDO G E, TEAHS, MM ¥
— A DBRE— B BB\, BEDEET L CHE BRI REIBRIZ 22 5 TV AR
20k, EEOERRE S (BB, TENCIEmL ), BAR~It#HESRT COKIENIRY

BT,

A, 55
=0 =

£ 0. £F

%}

$2E 925hPa EITHITAHTUE ((C, AR ©LEE (ke BR) DENEM. (LK) BEHO/ 22— Ty A
DIEFREAD/ 2 —2 B 5LV =&, (TR BREREHD/N\Z—2 Ao/ —2 BESILV=E,

(km) B etotal PR ** *10 mmSPR
CaseB T925 advection (K/day) X Akite
60N + 2 4007 \ Sakata
0 ?@f =1 -
F== b 1+ te
k £ \ 200 T "
50N +— — W m /F 100 \ tsmommiye
o < 7 1 . ( Kumagsys
J 5 1 07 . \ tgmum
A A /= a0 - -
40N 1 p /
, ?4 200 -t / -
C { ) @ -300 T T T T T T T T ¥
it y g 0 20 40 60 80 100 120 140 160 180 (mm/day)
BON oo a2 -
‘-"‘;,;-' /'\ (kem) Ty total PR 10mmSPR »
400: 2 } Sakats
20N i = 300 4—
% - -
0 200 T Waksmuatsu
% ' /7 100 T—=—— Utsunomiys
TON N E ] e
110E 120E 130E 140E 150E 160E 170E 07 18R ma
-100 Tutwy
200 7 Gt
-300 9

0 20 4 6 80 10 20 140 160 18 (mm/day)

%3 (%) 925hPa EI<H T HIEFRREAD, B —> B TER LIKFERERR K/day), EfENESHEIRE
Y. () RRZBLFELICXFLEARATAR L, ERSEHAD/ 22— B (L), kY, HEHO/ 82—
Ty (F) 1261+ 58BKEDOmRILSH () & 10m/h LLEDRLVEKDES GER  (m/day) ,
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& A THERREIAD % — > B TlE, O FEERS2S TEOBER 210 9% = L ioxt
JE LT I EOBESBIROKRE 7288 OmAtE bR, £ L& Eo72BKEDH 2 EROREALIE
LR o T2, Ly, L EoBAkEo e EbAeEa il R biEY),
10mm/h KD [dHF VR RV AR ED 7 Bl b A5 L TRRE R0 (5
3B, ZauL, Rn<, LERE LR OMES CORSBIRIC LD, ZEOKER L EivZE
K[ CORE EF-OFG H/NE e o iTREME A2 g5,

LML, BEHIO % —2 Ty T, BEOEAITOLRETH CTOMO R I ET 5
HLOD, ERIBAEICIEFETRALTLE STV Z L IZkn LTEEN S ZF 0L To
EEMITE<, IR CoREf_EF-OBERITZNN 2 IRIL TOXRMEDO KR Th-7=b D & &
2 BiD (DFY, HHAROHENGI O FEAS & FHE-O T DR L 13078 0 B7p 54K T
D) (& 3 M, HLAEEROKIING , HEREREHO/ 2 —2 A BIRIZ R & e
HREG THoT=0 (M), BEHIOKNEH TIHTEAENZOBRBOIZEOFHITH L DI
%L, MEREEHIO TIIRNHE O 1/4 H ) 7= 50 ER Sivb,

SF W ARRIZEL, ZEEATICE S TESBRO AR —Y 7R AT %R+ 5 2 & T
REEERIEDOIL LICHEUR L O, BEJL BRI FEoMEE &/ NS < RVEHi b v R
TIHET DT ¥V ANEEINID R 72D Z &N, HERNEE BB 2 AAD
RNOE OZbE b1 b T EERER O DIl > TS AMREMEA RE LT D,

() PAFRFSHEDERIZEL SBERHETOLERKOR (2013 F£5E 26 5%5112)

2013.10.15 18UTC slp

BON

Uﬂh-- ' mpnss mm 7§ﬂ

e 1<PR=2 son |- .

. 2 <PRE4 o (I

ol ON "

" . 4<PREE vomﬁ

®iR B a4 . A

% ETRER N

i B1s<pn :

?EQT. 20N
BRI ’ A\
- SN AEENS
- 110E 1206 130E 140 150E 160€ 170E
aRkE SLP(hPa) 03JST 16 Oct. 2013

100 200 (mm)

fEw i i

!ﬁ; | | -

. | | | | | . | .

0 100 200 300 400 500 600 700 800 900 (mm)

%4 2013 £ 10 A 15 H~16 BO&MRIZHITHHMKEL, Ehlxdd HREEAI 10 28%KE PR (/10
M OFE ), 4, ALICE SR 2013 £ 26 SAERICELL CLWAROBERESMZRY (2013 £ 10
A 16 B 03JST),

BRI BHE L7pEKIT, BEERZENKERLT TR, KEROMERE W) BIRTHREE
BTHD, L, AARVIEMNITRERRSKSG S, MR DR, PRRTHIZ B TR
FLRHIE T, FHETE LTH2R VMW AT v 7 TEIT 5, #oT, BEICEEL
7= BRSNS TOIREKORHE S, FHIENCRE KB L 9%, BARSIE~DOBRD LR
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%8, 9 AMEHIZVD, WEBITKNEE > T 10 H ThExEar « Fied 5, 227,
L, HEREBAEEIC > TR OBOREICE RN BASISICEEL - BELEGAICED X
I RO b IERTRERDD, HDHWIE, DA A~LED > TV AARMHEDEEA
LOWEEZHFET 280 0 & LT, DX BRI S JRIREE KA 2DV T OHBIfEYT
OFTFES FRE (HLUZ, BEROREREEL W HIESROAEEST), £2TC, 2013 4
10 A 16 HARBNZH B ARIZHAT LR 26 BAZLE D TR KIZOW TR 21T > 72,

A MITRENA L DT, 10 A 15~16 HD 2 HREOFEEAKEDS 800mm &#82 7- KTl
Z D43V 400mm 4378 10 43K R 15mm ORI IRVTH7Z 5 S TEY, 10 4
(2 5mm LA_ESe 10 23 10mm LA EHED D &, £ 650mm 383 KERONOE S TH -7,
B EEIR AT - 7o RO TEE IR ORI LT h, 10 43I 5mm 88 2 5 KRR L 5 F5-
LRIV, BRI EDDEE TIE, ZIUTEERL W BKICHE O K E~DZF 51 50~
100mm F2EE & > 72,

—J5, s LAL, B, s oM Tl (55 4 Koo BER 8 HR), MUK ET
100mm A4 & BRSO RBIZHARD L7220, I 10 2 HIBOKE 2mm DL OBKDHETZ
NIETOBEKEBNTWAUTER b, 2F0D, ZORROHEFITIE, MmHImOmRIIC
PEO K7 TRL, THE VRS WK TH DI H B S HEBIKEDY 100mm FEEIZEL
T BB LR S IR S > TV ) b iER &hvd,

03JST 16 Oct. 2013

50N ’4'_-'/ 1\ 4 4
ZEC VARS ) 500hPa  Z(gpm)
3 4 /50‘\1' < JFUU]
20, @B f 2 \ 5460
40N 330 = ‘\55 z L
00) 340 n /ﬂ 40N 122555 40N 42
7 340) =072 @J\ %%\' . -
30N 74 7 N 5
-/ | "‘7 ) /3ON%'- - P
- * _2 = L - . s
D —8//{ </>4 r 58 o i
20N %_ﬁ/“‘ -4 ,Q’\ ‘ ‘ A e > 70N
0 02 1-2 ; /?—\ 120E 1 140E 150 120E 130E 140E ‘”U] 50E
34 iy L LAY “
130E 140E 150E ' 130E 140E 150E -
(h/ Cplazs(K) A(h/ Co)700-925(K) Zsoo (BPM) q Vo0 (8/kg"m/s)

) EMBLIEIZ, 2013 410 A 16 B 03JST 28175, 925hPa T CTOHEEFFAIT RILX—h ZEEHETE|>
1= (h/C) K) (FHELBAIISKIE), h/C, @ T00hPa 2§51 5iEA D 925hPa TOEESILV=E K EENRE),
500hPa ZEESEE (gpm), 700hPa B THKBRR IS v I X ((g/ke) - (/s)) D7,

BEAEEEFEERICA2 VAR L TL % 16 H 03JST 121, PIRBEEOF TR TIT T
TS IRATI MR UL E NI TH DA (5 5 X)), Kb~ B AE~H= )i
AL TITEIRAMEN T & 2 e U C B O YSIRAL MK <, 700~925hPa B CZ2EE $ RAE
BUy, 2O X5 225823, 2mm/10 43LL FOFE-CRaBEK S 100mm FRELIZEE L7z R <odt
B2, HALFRE E CIRA L T s B, Lvd, ZOREKTIE, 925hPa OFF4IEAIK
TAHE S REMNo7228, ZHUL, KRERBEME L s KLz (M), %Y, 4
WA ORAIIE, TREOMEEMEN TR < L2 E /e ikE Ficdh 722 Licie b, £z,
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BRI HHAT L7z EZEORPEREGE O b Z7 7 ORANTHAAEND £ 91272 0 IREBIZ
IRHARKEEDET Lood o7 (85 OGN D 23FH), 207, A~k s
F OO FE Z 2 B RO IO HFRD 5iAvme S b oo (3 4 [X), 700hPa
TIEEE N7 7 ORMIORERI E > TRE2KERT T > 7 AHNEE LO2IGR LT\ b X
5 ThoT- (5 RKO—FKAL),

U bEDX ST, ZOFEFNL, FKAEE Y KEEDS BAWFC )N THEARIR TLERKE
DOEEFAET 2T, BEIZEED FEORNIZ T TRr<, RERORFHEETELIC b L
72, RFETEO N T 7 OFAOFRERIC X D KER DI~ T T2 DMK TET
ToBIS T 2 s B,

Q) EDHBEADIANY TEIEDZRIBIZD K Y HEDEN L E~NDEEET

WEAEE O E R HFICAN - L 912, ANDRIINTTH, BELARTEREDOTARY
TESRIED H A2 OFEFHITES 05, LirL, 3 HAEOIXRY 7ESEHBUR CORSIED
FIETHE VBT, LA, ERIIMHET 2EKEDOFOKEDOZER) Z LV i< K
BRI 5%, AL FHETOT TOINY 7 ESUEOHR D 8O ORISR & Rie S
oo W27 L, Z ORI OWT O B DT 21T o723, A E CIIm o
HETEESTD (FREFERROEMTIEH DA, Kato, K., T. Hamaki, Y. Haga, N
Tomooka, N. Nishimura and K. Otani, 2016: Seasonal cycle of daily large —scale
features such as the Siberian high and the “wintertime pressure pattern” in East
Asia from autumn to the next spring. The International Science Conference on
MAHASRI (Tokyo Metropolitan University, Japan) (2-4 March 2016, 3/2&3) & L CHRAX
—%RK),

o, I—wyRERT VT L OFHIRA & T D FERA R KR ROREHIBE L T
fRNT 24T o T2, EORER, A AHETIX AR THEM A E LT H A2 OXIROZES)
DREL FEHNEHOREAZEH D ETe), &0 DITAICKREREREZTR~T, A1, 44
V7R ETIIZOL D R REZRRETIR ST, HIFIE ML afhEE TOILN Y 282, X
&S 23, RA Y CTRACKIRDOEB DIRIENA K E <725 12 AFOEL D & 2 » AIZEHTATL
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Abstract

This study analyzed the oceanic convective systems that
induced heavy rainfall over the western coast of Sumatra on 28
October 2007. The convective systems that satisfied the definition
of a mesoscale convective complex (MCC), as identified by infra-
red satellite imagery, developed repeatedly for 16 hours over the
Indian Ocean near Sumatra. The MCC developed from midnight
on 27 October until the early morning of 28 October, and it was
intensified by the land breeze from Sumatra. New convective
systems around the decaying MCC were generated during the day-
time of 28 October, and they propagated to the western coast of
Sumatra in the evening because of a divergent outflow from a cold
pool. The combination of the land breeze from Sumatra and cold
pool outflows from the decaying MCC was a significant factor in
the formation of the convective system that induced strong rainfall
up to 46 mm h™' over the western coast of Sumatra.

(Citation: Trismidianto, T. W. Hadi, S. Ishida, A. Manda, S.
lizuka, and Q. Moteki, 2016: Development processes of oceanic
convective systems inducing the heavy rainfall over the western
coast of Sumatra on 28 October 2007. SOLA, 12, 611, doi:
10.2151/s01a.2016-002.)

1. Introduction

The Indonesian Maritime Continent (IMC) is the area of
greatest convective activity within the tropics, and it receives
the largest amount of rainfall of anywhere in the world (Ramage
1968). Sumatra is one region within the IMC where deep convec-
tion occurs frequently (Yamanaka et al. 2008), generating the larg-
est volumetric rainfall especially on the western coast of Sumatra
(Hirose et al. 2009; Love et al. 2011). Mori et al. (2011) showed
that average annual rainfall greater than 3,000 mm y™' on 10-year
period (1998-2007) was observed along the southwestern coast
of Sumatra. Sumatra is the second region most frequently floods
within Indonesia which approximately 1401 flood events recorded
during the 13-year period from 2002 to 2014, and about 38.62%
of those occurred on the western coast of Sumatra based on data
from the National Board for Disaster Management (source data:
http://dibi.bnpb.go.id/data-bencana).

Many previous studies have described the characteristics and
propagation of the diurnal convection near Sumatra (e.g., Mori
et al. 2004; Sakurai et al. 2005). Mori et al. (2004) showed that
diurnal convection, which develops over the western coast of

Corresponding author: Trismidianto, Graduate School of Science and
Technology, Hirosaki University, 3 Bunkyo-cho, Hirosaki-shi, Aomori
036-8561, Japan. E-mail: h132ds252@hirosaki-u.ac.jp. ©2016, the Mete-
orological Society of Japan.

Sumatra in the late evening, could migrate up to 400 km from the
coastline under the influence of low-level westerly winds. Gen-
erally, diurnal convection develops over the mountainous region
of Sumatra because of strong daytime surface heating, although
larger-scale convective systems are sometimes organized by inter-
actions between land and sea breeze circulations and large-scale
environment flows (Nitta and Sekine 1994; Mori et al. 2004).
Shibagaki et al. (2006) showed that westward-propagating meso-
B-scale cloud clusters (horizontal scale of ~100 km) that develop
in the eastern mountainous region of Sumatra, can act as triggers
for the development of larger-scale systems, the so-called super
cloud clusters (Nakazawa 1988). Houze et al. (1981) have docu-
mented that convection over the island of Borneo, related to sea
breeze convergence, is able to aggregate and move off the coast to
produce the greatest amount of precipitation during the morning
over the oceans (Williams and Houze 1987).

There are several definitions of convective systems depending
on the parameters used and several phrases used to describe them,
e.g., mesoscale convective systems (MCSs), mesoscale convective
complexes (MCCs), as the largest subclass of MCSs (Maddox
1980), and super cloud clusters (Nakazawa 1988). Here, for ease
of comparison with previous studies, the definition of the MCC
based on a universal rule using only satellite data. Several previ-
ous studies (e.g., Yuan and Houze 2010; Virts and Houze 2015)
have documented the climatology of the largest MCSs over the
entire area of the tropics, including the IMC, and they have identi-
fied the existence of MCCs over the Indian Ocean. However, there
have been few studies analyzing the surface winds around MCCs
in the tropics because observations over the ocean are too sparse
to detect the detailed surface wind distribution.

This study focused on the elucidation of the role of the MCC
that occurred over the Indian Ocean near Sumatra on 27-28
October 2007 in inducing the generation of new convective
systems that produce heavy rainfall on the western coast of
Sumatra. Analysis of Cross Calibrated Multi Platform (CCMP)
data was attempted to give a deeper insight into the mechanism of
eastward-propagating convective systems, which previously have
been reported to occur in the region (e.g., Mori et al. 2004). The
effect of the cold pool from the decaying MCC and its interaction
with the land and sea breeze circulations are the subjects of dis-
cussions in this article.

2. Data and study method

The equivalent black body temperature (Tgg), derived from
the hourly infrared data of MTSAT-1R (Multi-functional Trans-
port Satellite) with spatial resolution of 0.05° x 0.05°, was used
to identify the MCCs and their physical characteristics based on
the parameters given by Maddox (1980) as shown in Table 1. In
addition, the convective index (C;) was determined by taking the
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Table 1. Physical characteristics of MCCs (Maddox 1980) data and ECMWF (European Centre for Medium-Range Weather

_ ) ) ) o Forecasts) analyses (Atlas et al. 2011). In order to identify the
Size: A-Cloud shield with continuously lo“” Ty < =32°C cloud-induced surface flows, wind vector anomalies were calculat-
gj;tljr)ic:‘r“fglga:lzsg ?;e?oi lvff)l(:hopro kr<n_ 52°C (221 ed by subtracting the resultant daily wind speed from the 6-hourly

R et Sgo 000 km? BB = wind speed. The existence of cold pool was examined using the

i surface potential temperature from the ECMWF ERA-Interim

Initiate: Size definitions A and B are first satisfied analysis fields, which are available at 6-hourly intervals with 0.25°
horizontal resolution (Dee et al. 2011).

Duration: Size definition A and B must be met for a period of The representativeness of the TRMM and ERA-Interim data

> 6 hours over land were assessed by comparing with observational data

obtained at Pulau Baai weather station in Bengkulu (3.47°S,

Maximum extent: Contiguous cold cloud shield (Ty; < —32°C (241 K)) 101.80°E) and synoptic data over Sumatra from several weather

reaches a maximum size stations, i.e., at Tabing in Padang (0.53°S, 100.21°E), Simpang-

Shape: Eccentricity (minor axis/major axis) > 0.7 at time of tiga In Pekanbiru (0'280T\i’ 101'27°E)’ and Padang Kemiling in
maximum extent Bengkulu (3.53°S, 102.20°E) obtained from the OGIMET mete-

orological database (Valor and Lépez 2014). The temporal trend

Terminate: Size definitions A and B no longer satisfied of the global data was confirmed to be consistent with that of

observations from the several weather stations over Sumatra that
shows high correlations of more than 0.7. Over the ocean, com-

temperature below a threshold value if Tzz was smaller than the parison with data obtained from TRITON (Triangle Trans-Ocean
threshold value (C; = threshold — Tgg, for Ty < threshold) and buoy Network, Ando et al. 2005) buoy at (5°S, 95°E) shows high
making C,; equal to zero for Tgg values that were greater than or correlations of more than 0.7.

equal to the threshold value (C, = 0, for Tgg > threshold). In this
study, the threshold value was set at 253 K as suggested by Adler
and Negri (1988). The estimated rainfall data, corresponding to
the MCCs, were obtained from the Tropical Rainfall Measuring
Mission’s (TRMM) 3B42 v6 data set, which has 3-hourly tempo- 3.1 Evolution of the development of the MCC
ral resolution and 0.25° x 0.25° spatial resolution. Figure 1 shows the evolution of the MCC that occurred near
The surface wind data were obtained from the CCMP, which Sumatra on 27-28 October 2007. Cotton et al. (1989) have
covers the global ocean for the period of 20-years with 6-hourly defined eight stages in the life cycle of an MCC: MCC-12 h, pre-

3. Results and discussion

temporal resolution and 25-km spatial resolution. The dataset MCC, initial, growth, mature, decay, dissipation, and post-MCC;
is produced using a variational analysis method to combine however, the most important period for an MCC is from the initial
extensive cross-calibrated multiple satellite datasets with in situ to the dissipation stage. The MCC-12 h stage defines the condition
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Fig. 1. Horizontal distribution of black body temperature (Ty) for Mesoscale Convective Complex (MCC) criteria from infrared data obtained by MT-
SAT-1R over the Indian Ocean near Sumatra on 27-28 October 2007, showing the eight stages of MCC evolution: (a) MCC-12h stage (1000 local time (LT)),
27 October 2007; (b) pre-MCC stage (2200 LT), 27 October 2007; (c) initial stage (0100 LT), 28 October 2007; (d) growth stage (0400 LT), 28 October
2007; (e) mature stage (0700 LT), 28 October 2007; (f) decay stage (1300 LT), 28 October 2007; (g) dissipation stage (1600 LT), 28 October 2007; (h) post-
MCC stage (1900 LT), 28 October 2007. Red color indicates interior cold cloud with Ty <221 K and blue color indicates cloud shield with Ty < 241 K.
Tb, ST, PB and PK are respectively Tabing, Simpang-tiga, Pulau Baai and Padang Kemiling shows the location of weather stations.
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of the MCC around 10—15 hours before the initial stage, as shown
in Fig. la. In addition, the MCC developed under a large-scale
environmental situation in which the Madden-Julian oscillation
index (Wheeler and Hendon 2004) was positive but its amplitude
was very weak.

The MCC that is the topic of this study began to develop from
the pre-MCC stage at 2200 local time (LT) on 27 October 2007.
At that time, small-scale clouds were located over the western
coast of Sumatra and the nearby Indian Ocean, as shown in Fig.
1b. These groups of clouds grew rapidly until around midnight
(0100 LT), which marked the onset of the initial stage (Fig. 1c).
By 0400 LT on 28 October 2007 (Fig. 1d), during the growth
stage of the MCC, the sizes of the clouds had increased further
and they began merging with each other, such that the maximum
extent of the MCC was attained at 0700 LT (Fig. le). During the
mature stage the MCC had a cloud shield with an area of around
319,083 km’ and the interior cold cloud covered an area of around
211,059 km®. The center of the MCC during this stage was around
3.21°S, 97.46°E with an eccentricity of around 0.76. At 1300 LT,
during the decay stage, the MCC began to split and dissipated (Fig.
1f). During the dissipation stage in the late afternoon (1600 LT)
(Fig. 1g) and by the post-MCC stage later that evening (1900 LT)
(Fig. 1h), the MCC had split into small-scale clouds that propagat-
ed eastward toward the western coast of Sumatra.

3.2 The development of new convective systems

Figure 2a shows that some of the clouds mentioned in Sub-
section 3.1 are convective clouds indicated by high C; values.
The convergent surface wind flow indicates that the land breeze
triggered the development of some of the clouds over the western
coast of Sumatra, whereas the westerly wind in the lower atmo-
sphere triggered the development of some of the clouds over the
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nearby Indian Ocean. This is consistent with the findings of Mori
et al. (2004) and Sakurai et al. (2005), who concluded that ocean
convection occurs in the morning until noon, owing to the propa-
gation of convective systems along the western coast of Sumatra,
triggered by this strong land breeze, but in this study, the convec-
tive systems discussed are defined as MCC. During the mature
stage of the MCC early in the morning (0700 LT) of 28 October,
as shown in Fig. 2b, some of the clouds over the western coast of
Sumatra and the nearby Indian Ocean merged to create the maxi-
mum extent of the MCC. The convergence of the land breeze and
the westerly wind clearly supported the development of the MCC.
The surface potential temperature at the center of the MCC was
relatively low (at around 297.5 K) compared with the surrounding
area (299-300 K). According to Engerer et al. (2008), this area is
the so-called cold pool, which is an area of downdraft air cooled
by evaporation that spreads out horizontally beneath a precipi-
tating cloud. In addition, the cold pools were associated with po-
tential temperature decreases (Tompkins 2001) and generated by
these individual convective cells in an MCS typically spread out
at the surface and combine to form a large mesoscale cold pool
covering a contiguous area on the scale of the entire MCS (Houze
2004).

In this case study, the cold pool began to develop during the
mature stage and it spread increasingly until the decay stage, as
shown in Fig. 2¢. The difference in surface potential temperature
could have acted as a trigger for the development of new convec-
tive systems to form along the leading edge of the cold pool, as in
frontal theory (Fig. 2¢), which is consistent with the findings of
Wilson and Schreber (1986). Such new convective systems, which
are generated over the ocean in the daytime, eastward-propagating
to the western coast of Sumatra due to of the divergent outflow
of the cold pool, in conjunction with the evening sea breeze.
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Fig. 2. Horizontal distribution of convective index (C,) (shaded) from infrared data of MTSAT-1R, wind surface vector anomaly (vector) from Cross-
Calibrated Multi-Platform (CCMP) data, and surface potential temperature (contour) from the European Centre for Medium-Range Weather Forecasts
(ECMWF) ERA-Interim data during the occurrence of the Mesoscale Convective Complex (MCC) over the Indian Ocean near Sumatra on 28 October
2007: (a) initial stage (0100 local time (LT)), showing merging of some convective clouds to create the MCC; (b) mature stage (0700 LT), showing cold
pool area forming in the center of the MCC, as indicated by the low surface potential temperature; (c) decay stage (1300 LT), showing several new convec-
tive systems forming on the leading edge of the cold pool; (d) post-MCC stage (1900 LT), showing the new convective systems migrating from over the

Indian Ocean near Sumatra toward the western coast of Sumatra. Tb, ST, PB and PK are respectively Tabing

ing shows the location of weather stations.
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Convective activities over Sumatra are more extensive during
the evening (1900 LT) due to the new convective systems induce
the land convection over the western coast of Sumatra (Fig. 2d).
Therefore, this study give a deeper insight into the mechanism of
eastward-propagating convective systems, which previously have
been reported to occur in the region (e.g., Mori et al. 2004). The
structure and evolution of MCCs over the Indian Ocean are related
to the diurnal convective activities over Sumatra.

3.3 Diurnal rainfall variation during the MCC event

Figure 3 shows the horizontal distribution of rainfall during
the studied MCC event. During the initial stage at 0100 LT (Fig.
3a), only light rainfall (< 6 mm h™") was observed over the Indian
Ocean. However, the observed early morning (0700 LT) maxi-
mum occurred because of the increase in the number of convec-
tive clouds (Fig. 2a), rather than because of the increase in extent
of the coverage of the MCC during the mature stage (Fig. 3b).
The rainfall system began to propagate slowly eastward from the
Indian Ocean toward the western coast of Sumatra (Fig. 3¢) during
the new convective systems which generated by MCC propagate
eastward to the western coast of Sumatra at the decay stages at the
daytime (1300 LT), and the peak rainfall on the western coast of
Sumatra began in the evening at 1600 LT (Fig. 3d) until 1900 LT
(Fig. 3e) is caused by the interaction of new convective systems
with land convection which make the convective activity becomes
intense on the western coast of Sumatra during the dissipation
stages until post-MCC stages. Compared with the observational
data, the rainfall intensity increased significantly, especially
during the dissipation and the post-MCC stages over some parts
of western Sumatra, as shown in Fig. 4. Heavy rainfall occurred
over southwestern coastal ocean at Pulau Baai (Bengkulu) from
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1400-1900 LT, which reached a maximum intensity of around
35 mm hr' at 1600-1700 LT during the dissipation stage of
the MCC. During the post-MCC stage at 1900 LT, a significant
increase in rainfall (up to 46 mm h™") occurred over southwestern
coastal land at Padang Kemiling (Bengkulu). Rainfall also
occurred over northwestern coastal land at Tabing (Padang) and
over inland at Simpang-tiga (Pekanbaru) but it was only light
in intensity because of the weaker effect of the MCC compared
with the area around Bengkulu. The diurnal rainfall associated
with the MCC had a similar pattern. The rainfall over the Indian
Ocean occurred when the MCC started developing and it reached
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Fig. 4. Rainfall observational data during the occurrence of the Mesoscale
Convective Complex (MCC) over the Indian Ocean near Sumatra on 28
October 2007 (1300—2400 local time (LT)) at specific sites on the western
coast of Sumatra: Pulau Baai weather station in Bengkulu, Tabing weather
station in Padang, Simpang-tiga weather station in Pekanbaru, and Padang
Kemiling weather station in Bengkulu. The figure panel shows the location
of weather stations.

Longitude -

Dissipation stage (1600 LT) on 28 October 2007

10N 7
8N % P (]
N

Latitude

Longitude ——

Latitude

Longitude

—_—

Sms! o)

L SN\ K &
PR RS
Yt

i e e
Rl ]
CE Ly
P S L

‘\\\;~)xqvb(k‘e

Rain Rate (mm h'")

vEby

V'Y Y YN

Q0E 926 94 O6E 9BE 100E 102E 104E 10BE 108E 110E
Longitude

1988 S% 9% 98 SAE 100E 107E 14 1G6E 108 I1GE

Longitude

—_
Sms"

Fig. 3. Horizontal distribution of rainfall from Tropical Rainfall Measuring Mission (TRMM) 3B42 v6 data (shaded) and wind vector anomaly (vector)
from Cross-Calibrated Multi-Platform (CCMP) data during the occurrence of the Mesoscale Convective Complex (MCC) over the Indian Ocean near
Sumatra on 28 October 2007: (a) initial stage (0100 local time (LT)); (b) mature stage (0700 LT); (c) decay stage (1300 LT); (d) dissipation stage (1600
LT) but when wind data were not available; and (e) post-MCC stage (1900 LT). Tb, ST, PB and PK are respectively Tabing, Simpang-tiga, Pulau Baai and

Padang Kemiling shows the location of weather stations.

201



10 SOLA, 2016, Vol. 12, 6—11, doi:10.2151/s0la.2016-002

MCC initial stage,

a | MCC mature stage,
(Midnight) (Morning)

Convective
Clouds

Convective [§ Y
Clouds ==
Land
_— .‘J/y Breeze
— (o ]
Westerly Wind

Westerly Wind

MCC
4
—_—
e y
'
4

Indian Ocean Indian Ocean

Land
Cold Pool Breeze

MCC dissipation stage,

MCC decay stage,
(Evening)

(Daytime)

Sea Breeze

N —
o i 0
/

Coldpool oy oM
gystem™S

-
Cold Pool

Indian Ocean Indian Ocean

d Fig. 5. Schematic representations of the evolution and migra-
tion of the mesoscale convective complex (MCC) over the
Indian Ocean near Sumatra related to the diurnal rainfall vari-
ation over the western coast of Sumatra. (a) MCC initial stage
around midnight; (b) MCC mature stage during the morning;
(c) MCC decay stage during the daytime; and (d) MCC dissipa-
tion stage during the evening. Light and dark gray areas indicate
the MCC cloud shield and convective clouds, respectively.
Cores of heavy rainfall are represented by green circles. Con-
vergent and divergent flows are indicated by the blue and red
arrows, respectively. The cold pools in (b) and (c) are indicated
by blue ellipses.

a maximum when the MCC began to decay, at which time, the
rain started to move toward the western coast of Sumatra. This
is consistent with previous studies, which have stated that MCCs
possess the potential to exert considerable impact on regional
rainfall patterns, as mentioned in Section 1.

Schematic representations of the MCCs evolution and mi-
gration over the Indian Ocean, related to the diurnal variation of
rainfall over the western coast of Sumatra, are shown in Fig. 5
based on the results described above. Figure 5a shows the initial
stage of the MCC at around midnight on 28 October 2007. The
development of the MCC over the Indian Ocean began from sev-
eral convective clouds generated by the land breeze and westerly
wind. Figure 5b shows the mature stage of the MCC in the early
morning on 28 October. The MCC reached its maximum extent
and the peak rainfall occurred over the Indian Ocean because of
the propagation and merging of several areas of convective cloud,
triggered by the convergence between the land breeze and the
westerly wind. Figure 5c¢ shows the decay and dissipation stages
of the MCC, which occurred during the daytime through to the
evening. The MCC began to dissipate and new convective systems
were generated owing to the development of the cold pool. The
new convective system generated over the Indian Ocean during
the daytime propagated to the western coast of Sumatra because
of the divergent outflow of the cold pool, in conjunction with the
evening sea breeze.

This evolutionary scheme differs from the scenarios outlined
previously by Mori et al. (2004) and Shibagaki et al. (2006), who
described the westward propagation of developing convective
systems over Sumatra, as mentioned at the second paragraph in
section 1. However, the convective systems described by Houze
et al. (1981) are similar and they share common features with
those of the present study. Houze et al. (1981) showed that the
convective systems over the South China Sea begin to develop
around midnight and mature in the early morning, helped by the
land breeze from the island of Borneo to the east. This study pre-
sented a more detailed evolution of the MCCs in the IMC region
and a description of the convective systems generated by the
interaction of the cold pool outflow and the land breeze, based on
high-resolution surface wind data retrieved by the CCMP and the
ERA-interim temperature field.

4. Summary

This study analyzed the oceanic convective system that caused
heavy rainfall over the western coast of Sumatra on 28 October
2007. The convective system satisfied the criteria for an MCC, as
defined by Maddox (1980), and followed the developmental stages

outlined by Cotton et al. (1989). The MCC developed from around
midnight on 27 October until the early morning of 28 October.
Several convective systems were generated during the decay stage
of the MCC because of convergence between the land breeze and
westerly wind. The new convective systems around the decaying
MCC were generated during the daytime on 28 October, and they
propagated toward the western coast of Sumatra during the eve-
ning of 28 October because of the divergent outflow from the cold
pool. The combination of the land breeze from Sumatra and the
cold pool outflow from the decaying MCC was a significant factor
in the formation of the convective system that caused the heavy
rainfall up to 46 mm h™' over the western coast of Sumatra.
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